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Abstract

What explains the central role of the dollar in world trade? Will the U.S. currency retain its
dominant status in the future? This paper develops a quantitative general equilibrium framework
with endogenous currency choice that can address these questions. Complementarities in price set-
ting and input-output linkages across �rms generate complementarities in currency choice making
exporters coordinate on the same currency of invoicing. The dollar is more likely to play this role
because of the large size of the U.S. economy, a widespread peg to the dollar, and the history de-
pendence in currency choice. Calibrated using the world input-output tables and exchange rate
moments, the model can successfully replicate the key empirical facts about the use of currencies at
the global level, across countries, and over time. According to the counterfactual analysis, the peg
to the dollar in other economies ensures that the U.S. currency is unlikely to lose its global status
because of the falling U.S. share in the world economy, but can be replaced by the renminbi in case
of a negative shock in the U.S. economy. If the peg is abandoned, the world is likely to move to a
new equilibrium with multiple regional currencies.
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1 Introduction

One of the most intriguing facts in international economics is the asymmetric use of currencies in
world trade and the dominance of the dollar in the international price system (Gopinath 2016). Indeed,
the share of dollar currency pricing (DCP) in imports and exports is disproportionately high in both
emerging economies — where it often reaches one — and many developed countries including Japan,
South Korea, and several European economies (see Figures A3). In contrast, the euro (ECP) plays the role
of a regional currency accounting for most of the trade within Eurozone, but almost zero share in trade
between third countries. The use of other currencies is marginal and is usually lower than the trade
shares of the corresponding economies. Although these invoicing patterns are highly persistent and
with few exceptions do not change much at the horizon of a few decades, the history of the twentieth
century shows that they are not immanent and that the international price system can undergo major
transformations with one dominant currency (dollar) replacing the other (pound sterling). These facts
raise several policy-relevant questions: Why do �rms coordinate on one vehicle currency instead of
using producer currencies (PCP) and/or local currencies (LCP)? What explains the central role of the
dollar? Will the U.S. currency retain its dominant status in the future? Is it more likely to be replaced
by the euro, by the renminbi or are we heading to a world with multiple regional currencies?

This paper studies these questions both theoretically and quantitatively by developing a tractable
general equilibrium framework with endogenous currency choice. I build on the conventional sticky-
price open-economy model by Gali and Monacelli (2005) and augment it with three additional ingredi-
ents. First, rather than taken as exogenous, the currency of invoicing is optimally chosen by individual
exporters to bring their prices — which are sticky and cannot adjust in response to shocks — closer
to the optimal level (Engel 2006). Second, I allow for price linkages across �rms that arise from the
use of intermediates in production and complementarities in price setting. These linkages are strongly
supported by the data, especially for large �rms that account for most of international trade, and are
important to explain several other puzzles in international economics (see e.g. Amiti, Itskhoki, and
Konings 2014, Burstein and Gopinath 2012). Finally, the countries are heterogeneous in terms of size,
in�ation, and exchange rate regime.

Solving analytically for the equilibrium currency choice, I show that the model can explain key styl-
ized facts about the international price system. Because of price linkages, each �rm wants to synchro-
nize its price with the prices of suppliers and competitors, which generates strategic complementarities
in currency choice and gives rise to an equilibrium with exporters coordinating on one dominant cur-
rency. Two fundamental factors — the large size of the U.S. economy and the use of the dollar as an
anchor currency by other countries — make the dollar the most likely candidate for a vehicle currency.
Intuitively, the size advantage implies that foreign �rms use more U.S. intermediates and compete with
a larger number of U.S. �rms, which makes their prices more sensitive to the dollar exchange rate and
increases the odds that they choose DCP when selling goods both in the U.S. and in other markets. The
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anchor-currency advantage, on the other hand, means that many countries stabilize their exchange
rates against the dollar (see Ilzetzki, Reinhart, and Rogo� 2019) making it the best substitute for a large
number of currencies and increasing its chances to become a vehicle currency. This mechanism is
further ampli�ed by the fact that many developing countries have high in�ation, which makes their
currencies hardly suitable for invoicing.

The international price system is shaped, however, not only by fundamental factors, but also by its
history: because of strategic complementarities, no exporter wants to change the currency of invoicing
before other �rms do, giving rise to path dependence. The hysteresis is even stronger if �rms have to
pay �xed costs when switching to a new currency. This result can account for the delayed transition
from the pound to the dollar during the twentieth century and the wide use of the dollar in the modern
economy, despite increasing competition from the euro and the renminbi.

I then show that a straightforward extension of the baseline model can be easily taken to the data
and used for a rich quantitative analysis. Complementing the analytical results that capture the �rst-
order facts about the international price system, the quantitative extension of the model allows for a
more nuanced view with the coexistence of the dominant, regional and local currencies in world trade.
I calibrate price stickiness and complementarities in price setting using the values from Nakamura and
Steinsson (2008) and Amiti, Itskhoki, and Konings (2019) and estimate the two main inputs of the quan-
titative model — the country-sector trade �ows and the exchange rates moments — directly from the
data using the OECD world input-output (ICIO) tables with 63 countries and 32 sectors and the ex-
change rate series from the IFM IFS database. To capture history-dependence, the model is estimated
and simulated sequentially for years 1995, 2005 and 2015 using as an initial guess the equilibrium in-
voicing from the previous period. Importantly, the only invoicing moment used in the calibration is
the aggregate share of DCP for a subsample of countries in 1995 to choose the value of the �xed costs
of currency adjustment.

Confronted with the invoicing data from Georgiadis, Le Mezo, Mehl, Casas, Boz, Nguyen, and
Gopinath (2020), the calibrated model shows a surprisingly good �t replicating the key empirical facts
about global use of currencies, the cross-sectional variation, and the evolution of invoicing in time.
The share of DCP in total exports of 53 economies with available invoicing data is 52% in the model
against 53% in the data. Moreover, the model explains 80% of the cross-country variation in DCP,
including relatively low shares in the Eurozone countries, high shares in the U.S. and most emerging
economies, and the intermediate values in the U.K. and Japan. The cross-sectional �t for the euro and
home currencies is even better, exceeding 90%. This success of the structural model with endogenous
currency choice contrasts with the naïve predictions based on trade shares and the role of commodities,
which can explain neither the global dominance of the dollar, nor its cross-country variation. Using
the granular invoicing data for Switzerland, I also show that the model captures the di�erences in cur-
rency shares across sectors. In addition, the model closely reproduces the evolution of the price system
in 1995–2015, generating stable currency shares for most countries and a negative trend in DCP for
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selected European economies that switched to the euro.
Lastly, I take advantage of the quantitative general equilibrium framework to do counterfactuals

about the future of the international price system under alternative scenarios. Interestingly, the model
predicts that the rise of China and other emerging economies does not imperil, and can even strengthen,
the dominance of the dollar if these countries maintain their current peg to the U.S. currency. Given
the complementarities and the adjustment costs, �rms are unlikely to abandon the dollar as long as it
remains a close substitute to other currencies. On the �ip side, the status of the anchor currency bears
its own risks, making the DCP equilibrium more sensitive to negative shocks in the U.S. economy: an
increase in the U.S. in�ation rate — e.g. due to rising government debt or the loss of the safe-asset status
of treasuries — makes exporters look for an alternative unit of account and switch to the renminbi as
the dollar’s closest substitute. Finally, I consider a case where China abandons its peg to the dollar
and several emerging economies follow suit, adopting the renminbi as a new anchor currency. This
counterfactual mirrors the history of the twentieth century, when many countries joined the Bretton
Woods system with a peg to the pound or gold, but left it with a peg to the dollar (see Gourinchas 2021).
Under this scenario, history dependence is strong enough to prevent the renminbi from becoming the
new dominant currency, but it is not su�cient for the dollar to retain its global status, and therefore,
the world moves to a new equilibrium with multiple regional currencies in line with the predictions of
Eichengreen (2011).

Related literature There are three main strands in the literature that use di�erent frictions to explain
the dominant status of the dollar in international trade. First, there is a long tradition in economics,
going back to Krugman (1980), that emphasizes the transaction costs in exchange markets: coordination
on a single currency raises the chances of a “double coincidence of wants” (Matsuyama, Kiyotaki, and
Matsui 1993) and increases the “thickness” of markets (Rey 2001, Devereux and Shi 2013, Chahrour
and Valchev 2021). These theories explain the widespread use of the dollar as a medium of exchange
but have little to say about its role as an invoicing currency. Second, the use of the dollar as a unit of
account can be due to �nancial frictions: �rms try to synchronize the risks on their contracts (Drenik,
Kirpalani, and Perez 2018) and borrow in a cheaper currency (Gopinath and Stein 2021).

This paper belongs to the third strand in the literature, one that emphasizes nominal frictions and
has two important advantages. First, Gopinath, Itskhoki, and Rigobon (2010) provide direct empirical
evidence in favor of this mechanism, which allows them to discriminate against alternative theories.
Second, it is price stickiness that makes currency choice relevant for monetary policy in most existing
open-economy models (Gopinath, Boz, Casas, Díez, Gourinchas, and Plagborg-Møller 2020) and so it is
natural to use the same friction as a starting point to think about �rms’ invoicing decisions.

The contribution of this paper is twofold. On the theory side, several ingredients of the model come
from the previous literature, including �rm’s currency choice under sticky prices (Friberg 1998, Engel
2006), complementarities in currency choice arising from input-output linkages (Novy 2006, Devereux,
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Shi, and Xu 2010) and price linkages (Bacchetta and van Wincoop 2005, Goldberg and Tille 2008), the
e�ect of monetary policy on invoicing (Corsetti and Pesenti 2002, Devereux, Engel, and Storgaard 2004),
and the use of a vehicle currency in international trade (Bhattarai 2009, Cravino 2014). None of these
papers, however, are readily available to analyze the global dominance of the dollar or the future of the
international price system. Three features of my model distinguish it from the previous literature and
make it particularly suitable to address these issues. First, I consider a world with multiple countries,
which allows me to distinguish vehicle currencies from PCP and LCP. Second, the model is consistent
with the exchange rate disconnect in the data and does not produce a counterfactually high correlation
between exchange rates and nominal wages — the moment that plays the central role in �rms’ currency
choice. Finally and most importantly, I solve for the equilibrium invoicing taking into account the e�ects
of exporters’ decisions on each other via input-output linkages and complementarities in price setting.

On the empirical side, the paper complements the reduced-form evidence (see Goldberg and Tille
2008, Drenik and Perez 2021, Georgiadisd, Le Mezo, Mehld, and Tille 2020) with the structural analysis
of the determinants of the currency choice using a calibrated general equilibrium model to explain the
global invoicing as well as its variation across countries, sectors, and periods. The important advantage
of this approach is that it takes into account the interactions between exogenous factors in their e�ect
on equilibrium invoicing, as well as the complementarities in currency choice across �rms that are hard
to capture in reduced-form regressions, especially given the limited coverage of the invoicing data.

2 Baseline Model

This section describes the model of currency choice that is based on conventional ingredients and
attains a closed-form characterization, yet is rich enough to allow for alternative invoicing regimes
depending on parameter values. I keep the environment as simple as possible for tractability reasons
and relegate the discussion of extensions to Section 4.

2.1 Environment

Following Gali and Monacelli (2005), consider a world consisting of a continuum of symmetric regions
i ∈ [0, 1]. Each region i ∈ (n, 1] is a small open economy with its own nominal unit of account, in
which local wages and prices are expressed. All countries are symmetric except for the U.S., which is
allowed to be di�erent in two dimensions. First, it is a large economy that includes regions i ∈ [0, n]

and can also be interpreted as a currency union or a set of dollarized countries. Second, as explained
in detail below, the second moments of exogenous shocks are such that the volatility of the exchange
rates against the dollar are lower than the volatility of other bilateral exchange rates capturing the fact
that many countries peg their exchange rates to the dollar (see Ilzetzki, Reinhart, and Rogo� 2019).

In each country, there is a representative household, a local government and a continuum of �rms
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with intermediate goods in production, strategic complementarities in price setting and the home bias
towards domestically produced goods. For simplicity, there is only one period, risk-sharing and price-
setting decisions are made before the realization of shocks and �rms adjust prices afterwards with a
given probability. I focus on �nancial shocks as the key driver of exchange rates, which is consistent
with empirical evidence (see Jiang, Krishnamurthy, and Lustig 2018, Engel and Wu 2018) and allows
the model to reproduce the exchange rate disconnect from the data (see Itskhoki and Mukhin 2021).

Households in region i have log-linear preferences over consumption and labor

E
[

logCi − Li
]
. (1)

Before the realization of shocks, agents can trade internationally a full set of Arrow securities subject
to the ex-ante budget constraint ∑

h

QhBh
i = 0, (2)

where Qh is the price of Arrow security that pays one dollar in a given state of the world indexed by h.
To simplify the notation, I suppress index h below with the understanding that all variables are state-
contingent if not noted otherwise. After the shocks are realized, households collect labor incomeWiLi,
dividends from local �rms Πi and returns on their assets, and spend the proceeds PiCi on consumption:

PiCi = WiLi + Πi + e−ψiEi0Bi + Ωi, (3)

where Eij is the bilateral nominal exchange rate between regions i and j, which goes up when currency i
devalues relative to currency j. Because markets are complete, the assumption that returns on the
Arrow securities are in dollars is without loss of generality. I allow for stochastic country-speci�c
wedges in asset returns ψi, which can be interpreted as a shock in the local �nancial markets with the
resulting pro�ts (or losses) of the �nancial sector Ωi reimbursed lump-sum to local households.

Firms in region i produce a continuum of unique tradable products indexed by ω ∈ [0, 1] using
technology that combines labor Li and intermediate goods Xi:

Yi(ω) = Ai

(
Li(ω)

1− φ

)1−φ(
Xi(ω)

φ

)φ
, φ < 1. (4)

The bundle of intermediates Xi used in production is the same as that consumed by households and
includes both local and foreign varieties, which are combined via a homothetic aggregator:

Φ
({Yji(ω)

Xi

}
j,ω
, γ
)

= 1, (5)
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where Yji(ω) denotes exports of product ω from country j to country i and the home bias 1−γ re�ects
either trade costs or preferences for domestic goods, γ ∈ (0, 1). Note that when n > 0, a positive
fraction of global trade happens between regions within the U.S. As a result, the home bias is higher in
the U.S. than in small economies. I assume Φ(·) is the Kimball (1995) aggregator (see equation (A1) in
the appendix) to allow for complementarities in price setting, which as explained below, are important
for �rms’ currency choice.

For each country of destination, exporters choose the currency of invoicing, which they use to set
the price before the realization of shocks. I use a one-period version of Calvo (1983) pricing, assuming
that the price can be updated ex post with probability 1 − λ.1 While any currency can be used for
invoicing in international trade, it is assumed that local �rms set prices exclusively in domestic currency
— perhaps due to legal reasons. Appendix A.3.2 relaxes this assumption and derives additional results
when domestic �rms optimally choose the currency of invoicing.

Government in each country is responsible for setting monetary policy. Following the primal ap-
proach, I formulate the monetary policy in terms of the target, namely, the process for the aggregate
demand Mi ≡ CiPi as in Carvalho and Nechio (2011), and abstract from the particular implementation
of this policy, which can be done either with an interest-rate rule or a money-supply rule.

Equilibrium conditions require that labor supply equals total demand of all �rms:

Li =

∫ 1

0

Li(ω)dω. (6)

Produced goods are sold locally and exported abroad to be used in production and consumption:

Yi = (1− γ)Yii + γ

∫ 1

0

Yijdj. (7)

Finally, the market clearing in the international asset markets implies∫ 1

0

Bidi = 0. (8)

Shocks that have no e�ect on nominal exchange rates in this setting — including shocks to produc-
tivity, government spending, and terms-of-trade — do not change the trade-o� between setting prices
in di�erent currencies, and therefore are suppressed for brevity. Furthermore, I assume that monetary
policy fully stabilizes nominal demand and revisit the case of positive in�ation in Section 4.1. This

1The currency choice is robust to the nature of nominal rigidities — including staggered price setting (Section 4), Rotem-
berg (1982) friction, and menu costs (see Gopinath, Itskhoki, and Rigobon 2010) — and to replacing the assumption that
currency choice is made unilaterally by suppliers with Nash bargaining between buyers and sellers.
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leaves �nancial shocks ψi as the only source of volatility in exchange rates. Assume that these shocks
can be decomposed into a common global component ψ̄ and an idiosyncratic currency-speci�c com-
ponent ψi − ψ̄ that is uncorrelated across countries (but not regions). The volatility of the latter is
assumed to be lower for the U.S. than for other economies, i.e. ρ ≡ var(ψ0−ψ̄)

var(ψi−ψ̄)
≤ 1 for ∀i > n, which can

be rationalized in three ways. First, a better diversi�cation of the U.S. economy implies that it is subject
to granular shocks less than countries that specialize in production and exports of a few commodities
and manufacturing goods (Gabaix 2011, Gaubert and Itskhoki 2021). Second, the large size of the U.S.
economy can result in stronger spillovers and comovement with other economies (Hassan 2013). My
preferred interpretation of the condition, however, is that non-U.S. economies use FX interventions and
capital controls to stabilize their exchange rates against the dollar, giving rise to a global component ψ̄
that is negatively correlated with ψ0 (Ilzetzki, Reinhart, and Rogo� 2019).2

De�nition 1 Given exogenous shocks {ψi}, an equilibrium is de�ned as follows: a) households maximize
utility over consumption, labor supply and asset holdings, b) each �rm maximizes expected pro�ts over
labor, intermediate inputs, currency of invoicing and prices in each market, taking the decisions of all
other �rms as given and setting domestic prices in local currency, c) all markets clear.

2.2 Firm’s currency choice

This section describes the invoicing problem of an individual exporter following closely the insights of
Engel (2006), Gopinath, Itskhoki, and Rigobon (2010) and Cravino (2014). In contrast to the previous
literature, which focuses mostly on a binary currency choice (e.g. between PCP and LCP), �rms are
allowed to set prices in any currency k ∈ [0, 1] in the model. I approximate equilibrium conditions
around the symmetric steady state and denote the log-deviations of variables from the steady-state
values with small letters (see Appendix A.1 for details).

Let Πji(p) denote the pro�t of the exporter from country j to country i as a function of price p
expressed in the currency of destination.3 De�ne the optimal price p̃ji that maximizes pro�ts for a
given realization of shocks:

p̃ji = argmax
p

Πji(p).

Ideally, �rms would like to implement p̃ji in every state of the world. This is, however, not feasible
because of price stickiness, and �rms preset prices in currency k to maximize their expected pro�ts:4

p̄kji = argmax
p

EΠji(p+ eik).

2While the exchange rate regime is taken as exogenous in the model, Egorov and Mukhin (2021) show that there is a
feedback with the optimal tightness of the peg to the dollar increasing in the share of DCP in country’s imports.

3Because of constant returns to scale technology, marginal costs are independent of the quantity produced. Therefore,
the pro�t function is separable across markets, and �rms choose prices and currencies independently for each destination.

4I assume that pro�ts are expressed in real discounted units, i.e. Πji(·) includes the stochastic discount factor (SDF).
The variation in SDF does not a�ect the results under the approximation used below.
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The optimal preset price equals the expected value of p̃ji expressed in currency of invoicing k

p̄kji = E
[
p̃ji + eki

]
. (9)

and allows �rms to replicate the mean value of the optimal price. With the endogenous currency choice,
�rms can go one step further and target the second moment of p̃ji:

Lemma 1 (Currency choice) To the second-order approximation, the currency choice problem of the
exporter is equivalent to choosing currency k, in which the optimal price p̃ji + eki is most stable:

max
k∈[0,1]

E Πji(p̄
k
ji + eik) ⇔ min

k∈[0,1]
E
[
p̄kji + eik − p̃ji

]2

⇔ min
k∈[0,1]

var
[
p̃ji + eki

]
. (10)

As the second expression makes clear, exporters choose currency k to mitigate the e�ect of sticky prices
and to bring ex post price p̄kji + eik closer to the optimal state-dependent value p̃ji. Equivalently, it is
optimal to use currency k, in which the optimal price p̃ji + eki is most stable.5

To give an example, if the optimal price is always $100, then setting the price in dollars allows the
�rm to replicate p̃ji in every state of the world. The choice is more nuanced when the optimal price is
not fully stable in one currency, e.g. when p̃ji can be expressed as $50+£50. As argued by Corsetti and
Pesenti (2002), in this case, the �rm would ideally like to set the price in terms of a basket of currencies.6

However, not only is there little empirical evidence for such pricing, but it also generates counterfactual
predications at the aggregate level and makes the model inconsistent with the key stylized fact about
the international price system:

Lemma 2 (Basket of currencies) If �rms could set prices in terms of baskets of currencies, then the
share of DCP would not exceed the share of the U.S. in global trade.

Intuitively, invoicing in baskets of currencies allows �rms to reproduce their desired prices p̃ji and the
equilibrium is the same as under �exible prices. As discussed below, the currency shares in the optimal
basket are then determined by the amount of intermediates and competing products produced in each
country and the share of the dollar is bounded by the size of the U.S. economy. Therefore, I introduce
the second key friction to the model on top of sticky prices, so that individual �rms �nd it suboptimal
to use baskets of currencies for invoicing and make discrete currency choices. In the spirit of Mankiw
(1985), Lemma 1 ensures that small (second-order) �xed costs of adding currencies are su�cient to
rationalize this assumption.

5Although Lemma 1 summarizes optimal currency choice in a compact form, solving minimization problem (10) is
equivalent to a pairwise comparison of all currencies: currency k is preferred to currency h if the pass-through of bilateral
exchange rate shocks ekh into the desired price p̃ji +eki is low (see Proposition 2 in Gopinath, Itskhoki, and Rigobon 2010).

6Notice this is not the same as using mixed strategies (lotteries) across currencies. Moreover, the optimal currency basket
is �rm-speci�c and there is no one-size-�ts-all solution like the Special Drawing Rights (SDR).
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2.3 Equilibrium prices

Lemma 1 shows that �rms’ currency choice is determined by the properties of the desired price p̃ji. A
constant returns to scale technology and a homothetic demand ensure that equilibrium prices depend
only on the supply side of the economy and can be analyzed separately from the quantities, which
greatly simpli�es the analysis. In contrast to the CES case, the Kimball demand generates strategic
complementarities in price setting across �rms, so that the optimal price of an exporter from j to i
depends not only on its marginal costs but also on the prices of competitors in the destination market:

p̃ji = (1− α)(mcj + eij) + αpi, (11)

where parameter α re�ects the curvature of Φ(·) and is di�erent from demand elasticity.7 In the limit
α→ 0, the Kimball aggregator converges to the CES function and �rms charge a constant markup, so
that cost shocks are the only source of variation in the optimal price. The marginal costs of production
in country i are a weighted sum of local wages wi and prices of intermediates pi:

mci = (1− φ)wi + φpi. (12)

To the �rst-order approximation, the aggregate price index is the sum of the prices of locally produced
goods pii and imported goods pIi with the weight of the former determined by the home bias 1− γ

pi = (1− γ)pii + γpIi , where pIi =

∫ 1

0

pjidj, (13)

while the bilateral price index combines the prices of adjusting and non-adjusting �rms:8

pji = (1− λ)p̃ji + λ(p̄kji + eik). (14)

A fraction 1−λ of �rms update prices after the realization of shocks and set them at the optimal level p̃ji.
The prices of other �rms stay constant in the currency of invoicing kji, which means they move one-to-
one with the exchange rate eikji in the currency of the customers. It follows that the equilibrium price
system is a �xed point with prices determined by �rms’ invoicing decisions and individual currency
choices shaped by aggregate prices:

De�nition 2 Given {wi, eij}, the equilibrium international price system consists of price indices {pji}
and �rms’ currency choices {kji} such that: (a) given invoicing regime, {pji} solve the system (11)-(14),
(b) given prices, {kji} solve problem (10).

7An alternative way of generating complementarities in price setting is to assume decreasing returns to scale in pro-
duction (see Goldberg and Tille 2008, Bacchetta and van Wincoop 2005). In this case, the optimal price depends on shifts in
demand and hence, on prices of competing �rms. Despite this isomorphism, the important advantage of the Kimball demand
is that it allows to solve for prices and invoicing independently from quantities keeping the analysis more tractable.

8To simplify the notation, I assume that all exporters from j to i use the same currency of invoicing k. The results in
Section 3, however, apply even under mixed strategies if not noted otherwise.

9



2.4 General equilibrium

De�nition 2 implies that the only general equilibrium objects that matter for exporters’ currency choices
are the second moments of exchange rates and nominal wages. In the general case, there is also a feed-
back e�ect: the dynamics of wi and eij depend on international prices, which in turn are shaped by
the invoicing decisions of �rms. This section shows, however, that under the assumptions made in
the baseline model, exchange rates and nominal wages do not depend on the currency of invoicing,
and therefore, the model attains a convenient block-recursive structure: one can solve for equilibrium
currency choice taking the relevant general equilibrium moments as given.9

Lemma 3 (Exchange rates) The second moments of equilibrium nominal wages and exchange rates are
independent of the invoicing decisions of �rms.

The result follows from the combination of log-linear utility, complete asset markets and the mon-
etary rule that targets nominal spending. Indeed, the labor supply condition implies that wages are
equal to nominal spending wi = pi + ci and hence, are stabilized by the monetary policy, while inter-
national risk-sharing ensures that exchange rates depend only on �nancial shocks eij = ψi − ψj . The
result from Lemma 3 holds more broadly and can be derived under the alternative set of assumptions.
In particular, one can replace monetary policy that stabilizes nominal wages with the assumption that
wages are sticky in domestic currency, while the assumption of complete asset markets can be relaxed
to one internationally traded bond.

For future use, it is convenient to de�ne a trade-weighted exchange rate of country i, which under
symmetric trade �ows is equal ei ≡ 1

1−n

∫ 1

n
eikdk. Any bilateral exchange rate can then be decomposed

into country-speci�c components eij = 1
1−n

∫ 1

n
eijdk = 1

1−n

∫ 1

n
eikdk − 1

1−n

∫ 1

n
ejkdk = ei − ej . It

follows from the structure of �nancial shocks that ei = ψi− ψ̄ and hence, the trade-weighted exchange
rates are uncorrelated across economies.

3 Equilibrium Currency Choice

This sections solves for the equilibrium currency choice and shows that the model is consistent with
the key stylized facts about the international price system. In particular, I argue that exporters �nd it
optimal to coordinate on a single vehicle currency, the dollar is a preferred candidate for the role of the
dominant currency, and there is a path-dependence in currency choice explaining a delayed transition
from the pound to the dollar.

9Notice this result does notmean that invoicing decisions of �rms have no general equilibrium e�ects at all: consumption,
output, exports and imports do change with the currency of invoicing even though wages and exchange rates do not.
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Figure 1: Optimal price and the currency choice of an individual �rm

3.1 Why vehicle currency?

While it is intuitive that �rms might set prices in producer or customer currency, it is not immediately
clear why they would ever use a third currency for invoicing. In this section, I show that a vehicle
currency equilibrium (VCP) can arise naturally when price linkages across exporters are strong enough.
The question of which currency is used as a vehicle currency is discussed in the next section.

According to Lemma 1, the currency choice of an individual exporter from j to i depends on the
properties of its desirable price p̃ji, which in turn, is determined by the system of equilibrium conditions
(11)-(14) summarized in Figure 1. Firms choose currency k, in which their optimal price is most stable:

p̃ji + eki = ek − (1− α)(ej − φpj)− α(ei − pi). (15)

To see the importance of price linkages between exporters for the VCP equilibrium, consider the cur-
rency choice in two limiting cases with no interactions between �rms from di�erent economies. First,
assume the CES aggregator α = 0 and no intermediates in production φ = 0. With no price linkages
across �rms, the desired price p̃ji + eki = ek − ej is independent of prices and invoicing decisions
of other exporters and is proportional to the nominal wage, which by assumption is stable in the do-
mestic currency. It follows that the optimal price of the exporter is constant in the producer currency
and PCP is always optimal, i.e. k = j. Second, consider the autarky limit γ → 0, so that there are
price linkages only between local �rms. The aggregate prices in each country are then independent
of exchange rate movements and are constant in local currency pi = 0. With marginal costs stable
in producer currency and the prices of competitors stable in local currency, the desired price is equal
p̃ji + eki = ek − (1− α)ej − αei and exporters choose PCP if α < 1/2 and LCP if α > 1/2, but never
set prices in a vehicle currency.
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These two special cases show that the price linkages between exporters from di�erent countries
are a necessary condition to sustain the vehicle currency pricing. The next proposition shows that the
reverse is also true: the VCP equilibrium always exists as long as the share of foreign intermediates in
production and/or the price complementarities across foreign �rms are strong enough.10

Proposition 1 (Price linkages) The region of the VCP equilibrium in parameter space is non-empty and
is increasing in the openness of economies γ and the share of intermediates in production φ, and can be
non-monotonic in price-setting complementarities α.

Intuitively, when openness γ is high, so that a signi�cant fraction of suppliers and competitors are
coming from third countries, the optimal price p̃ji of an exporter is no longer stable in either producer
or local currency, and using a vehicle currency might be optimal. The prices of inputs and competing
products that a given exporter faces in this case depend on the invoicing decisions of suppliers and
competitors: in particular, if other �rms set their prices in dollars, the optimal price of the exporter
becomes more stable in dollars as well, making DCP more attractive. An important implication of this
result, which will be further discussed in Section 4.3, is that the globalization of the last few decades
— including the rising participation of Asian countries in global value chains and the integration of
post-Soviet states in the global economy — might have strengthened the incentives of exporters to
coordinate on a common currency to avoid undesirable movements in relative prices.

Proposition 1 also shows an important di�erence between parameters α and φ: even though both
strengthen complementarities in currency choice, the price-setting complementarities tie the invoicing
decisions of �rms within a given market, while the input-output linkages generate complementarities
between markets. As a result, a higher share of intermediates in production φ always makes VCP more
attractive, while stronger price complementarities α can potentially bene�t LCP rather than VCP. In
general, the e�ect of price complementarities is non-monotonic: low α increases the share of producer
currency in the optimal price, while high α increases the share of the local currency (see Figure 1). The
chances of a vehicle currency are therefore, higher for intermediate values of α when neither producer
nor local currency dominates in the desired price.

It is worth emphasizing that although Proposition 1 provides su�cient conditions for the existence
of the VCP equilibrium, the uniqueness of an equilibrium is not guaranteed. Instead, the strong com-
plementarities in currency choice that help to support VCP can also generate multiple equilibria despite
unique optimal choice at the �rm level. The next section shows, however, that DCP is not necessarily
a sunspot equilibrium and there are fundamental factors that make �rms choose dollar pricing.11

10I use the following de�nition throughout the paper: the region of equilibrium Z in parameter space is said to be
increasing in parameter x if for any x2 > x1 the set of (other) parameters for which Z exists under x = x2 includes the set
for which Z exists under x = x1.

11Section A.3.1 in the appendix provides additional results about the co-existence of the PCP, LCP, and DCP equilibria.
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3.2 Why the dollar?

In order to disentangle the fundamental factors behind equilibrium invoicing from the complemen-
tarities in currency choice described above, I focus on the �exible-price limit λ → 0, where all �rms
adjust prices ex-post, and therefore the invoicing decision of a given exporter does not depend on the
currency choice of other �rms and the equilibrium is always unique (see Lemma A1). Indeed, given no
nominal frictions, the aggregate prices are independent of the currency of invoicing and can be found
directly from equations (11)-(14):

pi =
γ

1− (1− γ)φ

(
ei − ne0

)
. (16)

Consistent with Proposition 1, the pass-through of exchange rate shocks into aggregate prices is in-
creasing in the economy’s openness and in the intensity of the input-output linkages. At the same
time, the currency choice is still well-de�ned given an arbitrarily small price stickiness: the invoicing
decision of an exporter depends only on the states of the world in which prices remain unadjusted and
is determined even when the probability of these states converges to zero. Substituting price indices
(16) into the optimal currency choice (15), we get the necessary condition for dollar invoicing:

Lemma 4 (No-DCP benchmark) Assume λ → 0. If countries are symmetric, n = 0, ρ = 1, exporters
choose PCP when α ≤ 1

2−γ , LCP when α ≥
1

2−γ , and no DCP equilibrium exists.

Intuitively, when prices are (almost) �exible, the weights of di�erent exchange rates in the optimal price
p̃ji are determined solely by trade linkages. If countries are symmetric, n = 0, the market share of U.S.
products is in�nitely small and therefore, the weight of the dollar in the optimal price of exporters from
other countries is trivial. The same applies to all other currencies except for producer and destination
ones, which have a positive weight due to home bias. Given that all exchange rates have the same
volatility, ρ = 1, �rms unambiguously choose either PCP or LCP.

Consider next the case when the volatility of exchange rates is the same for all countries, ρ = 1,
but the U.S. accounts for a non-trivial share of global trade, n > 0.12 This implies that a positive
fraction of inputs and competing products in small economies are coming from the U.S., and that the
dollar has a positive weight in price index (16) and the optimal price p̃ji of foreign exporters. As a
result, the dollar is preferable to any other vehicle currency and depending on parameter values, �rms
choose PCP, LCP, or DCP in equilibrium. Figure 2a illustrates this result in the coordinates α and γ.
Consistent with Proposition 1, exporters are more likely to set prices in producer (local) currency when
complementarities in price setting are weak (strong), while a higher openness of the economies and a
larger share of the U.S. in world trade increase the chances of the DCP equilibrium.

12Note that PCP, LCP and DCP coincide for trade �ows between regions within the U.S.

13



Figure 2: Currency choice: �exible price limit

(a) Large economy advantage (b) Anchor currency advantage

Note: the �gure shows equilibria for λ → 0, φ = 0.5 and (a) ρ = 1, di�erent values of n, (b) n = 0, di�erent values of ρ.
PCP′ (LCP′) denotes the region where small countries set prices in producer (local) currency when trading with each other
and use dollars when trading with the U.S.

Proposition 2 (Large economy advantage) Assume λ → 0. Then as long as the share of the U.S.
economy in international trade is positive, n > 0, the region in the parameter space with DCP as a unique
equilibrium is non-empty and increases as n goes up.

Figure 2a also shows that equilibria with asymmetric invoicing can arise when n > 0. In particular,
�rms might choose PCP when trading between small economies, but set prices in dollars when export-
ing to the U.S. This is because the home bias is larger in the U.S. than in other countries when n > 0,
and more competitors in the U.S. market have prices stable in local currency. Similarly, exporters from
the U.S. have a higher share of their marginal costs that are stable in their own currency and can choose
DCP even when exporters from other economies prefer LCP.

Interestingly, the size of the U.S. economy is not the only fundamental advantage of the dollar. Even
if countries are symmetric in terms of their size, n = 0, and the dollar exchange rate does not appear
in foreign price indices (16), the DCP equilibrium may still emerge because of the lower volatility of
the U.S. exchange rate, i.e. ρ < 1 (see Figure 2b). To see the bene�ts of DCP in this case, consider a
limiting case with no home bias γ ≈ 1 and strong complementarities in price setting α ≈ 1, so that the
optimal price of a given �rm depends only on prices of foreign competitors (see Figure 1). It follows
that all exchange rates enter symmetrically into the optimal price p̃ji and the �rm would ideally like
to set prices in terms of a fully diversi�ed basket of currencies. This is, however, not feasible because
of the discrete nature of the invoicing problem, and �rms look for a currency that can most closely
replicate this diversi�ed portfolio. Since the dollar has the lowest idiosyncratic volatility, ρ < 1, it
strictly dominates other alternatives. Away from this limit, there is a trade-o� between producer/local
currency and the dollar, but the DCP region still increases as ρ goes down.
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Proposition 3 (Anchor currency advantage) Assume λ → 0. Then as long as the dollar has lower
volatility than other currencies, ρ < 1, the region in the parameter space with DCP as a unique equilibrium
is non-empty and, if n ≤ 1/2, increases as ρ goes down.

This result has several noteworthy implications. First, it shows that the relative volatilities of ex-
change rates are important even when they are not driven by nominal shocks (cf. Devereux, Engel,
and Storgaard 2004), and that volatile currencies are unlikely to be widely used in international trade.
Second, the result establishes an important linkage between, on the one hand the wide use of the dollar
as an anchor currency in the exchange rate policies of emerging economies and, on the other hand the
dominance of the dollar in international trade: a tighter peg of exchange rates to the dollar makes it a
better substitute for other currencies and raises its odds of becoming the vehicle currency. Finally, no-
tice the connection between Propositions 2 and 3: while parameter n re�ects the total size of economies
with a hard peg to the dollar, parameter ρ captures the tightness of crawling pegs to the dollar.

3.3 Transition

The previous sections show that both the fundamentals and the complementarities in currency choice
contribute to the dominant status of the dollar in today’s world. But what happens when the two
factors work in the opposite directions and �rms coordinate on a currency that is losing its fundamental
advantages? This section discusses the transition from the pound sterling to the dollar during the
twentieth century, while Section 4.6 below discusses the future of the dollar in the twenty �rst century.

To this end, I extend the model to have two large countries, the U.K. and the U.S., and a contin-
uum of small economies (the RoW) (see Figure 3 and Appendix A.2 for details). The global economy
starts from the point where the U.K. has a fundamental advantage in terms of economy size and/or the
anchor status of its currency, which it loses during the transition path as the U.S. economy becomes
larger and more countries switch to pegging their exchange rates to the dollar. I focus on the choice
between the two potential dominant currencies and ignore the PCP and LCP alternatives. Importantly,
I follow the previous literature (see e.g. Matsuyama, Kiyotaki, and Matsui 1993, Rey 2001) and make the
assumption in the spirit of evolutionary game theory that as long as the old equilibrium exists, �rms
do not coordinate to jump into a new one.13

Corollary 1 (Transition) Consider an increase in the relative size of the U.S. economy or a decrease in
the relative volatility of its exchange rate. The share of the pound remains above one half even when the
U.S. fundamentals become the same as in the U.K. The trade �ows switch to the dollar in the following
order: (1) between the U.S. and the RoW, (2) between the RoW countries and between the U.S. and the U.K.,
and (3) between the U.K. and the RoW.

13Although a dynamic model with staggered pricing can be applied to select between "history" vs. "expectations", this
the equilibrium remains non-unique (see e.g. Matsuyama 1991, Krugman 1991). Alternatively, one can use a global game
approach (Morris and Shin 2001), but its application in dynamic settings is complex and goes beyond the scope of this paper.
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Figure 3: Transition from one vehicle currency to another

UK

US

RoW

Note: the �gure shows the order in which trade �ows between countries switch from the pound to the dollar.

This result follows from Propositions 1-3 and illustrates the interplay between the fundamental
determinants of currency choice and the strategic complementarities across �rms. The latter implies
that no �rm wants to be the �rst to adopt the dollar. As a result, the pound remains the dominant
currency even when the U.S. economy overtakes the U.K. economy in terms of size, and regarding the
anchoring of exchange rates, which gives rise to path-dependence in equilibrium invoicing. Although
the �xed costs of changing the currency would further strengthen the hysteresis, they are not necessary
given the complementarities in invoicing. The �ip side of this result is that the U.S. can potentially speed
up the transition by forcing its own �rms adopt the dollar, which due to price linkages, would make
exporters from other countries more willing to abandon the pound.

The model also has clear predictions about the order in which trade �ows switch from one currency
to another. As can be seen from Figure 3, trade between the U.S. and small economies is the �rst to
switch from the pound because of the prevalence of U.S. �rms with costs stable in dollars. At the second
stage, small economies start using the dollar as a vehicle currency when trading with one another, and
trade �ows between the two large economies also change the currency of invoicing. Finally, trade
between the U.K. and small economies switches to the dollar as well. Interestingly, depending on the
strength of complementarities in currency choice, there can be a full transition from the pound to the
dollar or alternatively, the economy can end up in an equilibrium with multiple regional currencies: e.g.
the dollar dominates in trade between the U.S. and small economies as well as across small economies,
but the imports and exports of the U.K. remain invoiced in pounds.

These predictions are broadly consistent with historical evidence — the transition from the pound
to the dollar was sluggish, followed with a lag after the U.S. overtook the U.K. as the largest economy,
and was accelerated by the high volatility of the U.K. exchange rate after World War I (see Eichengreen
2011). While the invoicing data is scarce for most of the twentieth century, the recent experience of the
Eurozone also �ts the predictions of the model. In particular, the euro is more commonly used in trade
between the Eurozone and developing countries, but much less so in trade with the U.S., and almost
never as a vehicle currency (Kamps 2006).
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4 Quantitative Analysis

This section shows that a straightforward extension of the analytical model described above can be
taken to the data and be used for a rich quantitative analysis. To this end, I augment the baseline setup
with staggered Calvo pricing, heterogeneous countries and sectors, calibrate the model using the global
input-output table and exchange rate series, demonstrate a good �t of the model, and �nally, do the
counterfactual exercises about the future of the international price system.

4.1 Full Model

Although useful to build intuition, the baseline model is clearly too simplistic to be taken directly to
the data. This section extends the setup in two directions — a general input-output matrix between
countries and sectors, and richer dynamics of prices and exchange rates — brie�y outlying the key new
ingredients and relegating the details to Appendix B.1. Consider an in�nite horizon model with N

economies, S sectors (industries), and K currencies. For convenience, in most of the analysis below, I
use subscripts j and i to denote respectively the countries of origin and destination, and superscripts
r and s for the sectors of origin and destination. Index k is reserved for currency of invoicing. Firms
are free to set di�erent prices across markets with the latter de�ned by the type of good r (industry of
production) and country of destination i.

Heterogeneity of trade �ows between countries and sectors is important in two ways. On the one
hand, it allows analysis of the cross-sectional variation in currency choice. On the other hand, it incor-
porates the granularity of international trade with the resulting values of γ in trade-intensive sectors
much higher than the aggregate import-to-GDP ratio.

To allow for heterogenous trade �ows between countries and sectors, assume that the individual
varieties are aggregated via a generalized Kimball aggregator:

N∑
j=1

γrjiΥ

(
Xr
jit

γrjiX
r
it

)
= 1,

whereXr
jit are the quantities sold by �rms from country j and sector r in country i, and γrji are demand

shifters that determine the steady-state trade shares and sum up to one,
∑N

j=1 γ
r
ji = 1. Similarly, the

heterogeneity across sectors arises due to di�erent input shares for labor φLsi and intermediate goods
φrsi in the Cobb-Douglas production function. The marginal costs in sector s of country i are equal

MCs
it =

1

Asit

(
Wit

)φLsi S∏
r=1

(
P r
it

)φrsi
,

where P r
it is the aggregate price index in the market of good r in country i, and the sum of input shares

is equal to one to ensure a constant returns to scale, φLsi +
∑S

r=1 φ
rs
i = 1.
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Dynamics of the model feature a random-walk process for exchange rates, the Calvo price adjust-
ment, and �xed costs of changing invoicing currency. On the household side, the optimal risk sharing
under complete markets remains unchanged, hence the properties of exchange rates from Lemma 3
still apply. I assume that �nancial shocks ψit are martingales potentially correlated across countries
and that a deterministic wage in�ation chosen by the monetary policy is ∆mit = µi. Consistent with
the empirical evidence from Meese and Rogo� (1983), it follows that the vector of equilibrium exchange
rates et follows a random walk process with drift µ and contemporaneous covariance matrix Σ across
economies, ∆et ∼ i.i.d.(µ,Σ).

On the �rm side, prices are assumed to adjust in a staggered way subject to the Calvo friction. This
assumption allows me to calibrate the price stickiness in a conventional way and contrasts with the
static setup, in which the value of λ depends on the period length and is not determinate. Leveraging
the insights of Gopinath, Itskhoki, and Rigobon (2010), Cravino (2014) and Drenik and Perez (2021),
Appendix B.1 solves for the optimal currency choice in dynamic setting with non-zero in�ation:14

Proposition 4 (Calvo pricing) The optimal currency choice k maximizes the following statistic:

2 (1− βλr)
∞∑
t=0

(βλr)t cov(eit − p̃rjit,∆ek0)− σ2
k −

1

1− βλr
µ2
k. (17)

The formula generalizes the currency choice from Section 2.2, which can be nested as a special case
when �rms act myopically β → 0 and in�ation rates are zero µk = 0. In contrast, as emphasized in the
previous literature, what matters for invoicing in the dynamic setting is the medium-run pass-through,
i.e. a discounted sum of intertemporal covariances between exchange rates and desired prices. The
latter has complicated dynamics due to staggered price adjustment and can only be solved numerically.
Consistent with the predictions of the one-period model, the second term of equation (17) indicates that
�rms are unlikely to use volatile currencies as a unit of account. Finally, the proposition adds in�ation as
a separate determinant of the currency choice that is only relevant in a dynamic model. Other things
equal, a positive in�ation in country i implies that the desired prices are growing in currency i and
hence, it is optimal to set prices in other currencies in which the optimal price is more stable.

Finally, I allow for �xed costs τ of changing the currency of invoicing, i.e. an individual �rm
switches from one currency to another only if that increases statistic (17) by more than τ .15 Although
similar to the menu costs, the motivation for this additional ingredient is quite di�erent. As the analy-
sis above shows, there are strategic complementarities and path-dependence in currency choice, even
in the absence of any �xed costs. Instead, the main challenge is that invoicing decisions of �rms are
indeterminate in the limit of �xed exchange rates and are unstable in its neighbourhood. As a result,
equilibrium currency choice can change abruptly in response to minor shocks when the volatility of

14The expression is isomorphic to the formula in Drenik and Perez (2021), but is derived for an arbitrary process p̃jit
rather than the one with a constant growth rate, which is important given the endogenous nature of p̃jit in this setting.

15For simplicity, I assume that the �xed costs are paid in local currency and are a pure transfer to households.
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exchange rates is low, e.g. under a “crawling peg”. The �xed costs ensure that �rms change invoicing
only in response to su�ciently large shifts in exchange rate regimes and can be interpreted as both
costs of renegotiating contracts and rational inattention (Sims 2003, Mankiw and Reis 2002).

Simulation of the model is done in three steps. Although my main focus is on the current structure of
the international price system, I capture the history-dependence of the currency choice by estimating
the model sequentially for years 1995, 2005 and 2015 using equilibrium invoicing from the previous
period as a starting point when solving for the new equilibrium. The choice of dates is constrained by
the availability of the global input-output tables. Moreover, in the absence of historical data on currency
choice, I have to make a crude assumption that all international prices are set in dollars before 1995.
The aim is that it provides a reasonable approximation to the late Bretton-Woods period and plays a
diminishing role for later periods. To simplify the analysis, it is assumed that domestic �rms set prices
in local currency, while exporters are allowed to choose between PCP, LCP and �ve potential vehicle
currencies — the dollar, euro, pound, yen, and renminbi. Section 4.4 below relaxes all these restrictions
and shows the robustness of the main results.

4.2 Data and calibration

This section brie�y summarizes the main sources of data and the calibration strategy, while further
details can be found in Appendix B.2. The parameters of the model are calibrated in three di�erent
ways. The values of the standard parameters are borrowed from the previous literature. The two
main inputs of the quantitative model — the country-sector trade �ows (γ, φ) and the exchange rate
moments (µ,Σ) — are estimated directly from the data. Finally, the only targeted invoicing moment is
the aggregate share of DCP in 1995 that is used to calibrate the �xed costs of currency adjustment.

Following most of the literature, the monthly discount factor is equal β = 0.96
1
12 . I use the estimates

of price adjustment frequencies from Nakamura and Steinsson (2008) to calibrate λr at the sectoral level
(see Table A1). The elasticity of strategic complementarities in price setting αr is calibrated following
the estimates for large �rms that account for most of international trade from Amiti, Itskhoki, and
Konings (2019). Given scarce evidence on the cross-industry variation in αr, I use the same value of
0.5 for all sectors in manufacturing and services, but a much higher value of 0.99 for commodities in
order to capture the price-taking behavior of �rms in these sectors.

The main source of trade shares is the OECD inter-country input-output (ICIO) table widely used
in international trade literature. After making the tables consistent across years, the sample includes
N = 63 countries (including all OECD economies, the European Union, most East Asian countries
plus the RoW) and S = 32 two-digit ISIC industries (including 2 commodity sectors, 16 manufacturing
industries, and 14 sectors in services). The database has a good coverage with only 2% of international
trade accounted for by the within RoW �ows that are not observed separately from the domestic �ows

19



of these economies.
The ISIC table is adjusted in several ways to bridge the gap between the model and the data. Fol-

lowing the model that de�nes markets at the country-good level, I eliminate the variation in γrsji across
importing sectors s. The adjusted input-output matrix matches the original cross-country trade �ows
and sectoral input shares, but is di�erent in terms of sector-to-sector �ows. To capture the fact that
prices of most commodities are determined at a global level with relatively little variation across coun-
tries, I assume one international market for each commodity, in which the worldwide price of the
corresponding good is determined. Finally, because ICIO tables do not report labor costs, one needs to
adjust total value added by �rms’ pro�ts. To this end, I use the estimates of markups for Compustat
�rms from Baqaee and Farhi (2020), which I aggregate to the sectoral level, average across years, and
extrapolate to all economies and periods.

The covariance matrix of exchange rates is computed using monthly series of bilateral exchange
rates from the IMF IFS database. Given almost no variation in their exchange rates, Saudi Arabia and
Hong Kong are assumed to have a hard peg to the dollar and all members of the Eurozone have a hard
peg to the euro. Motivated by the fact that out of 124 countries not included in ICIO tables, less than
1% have a free �oating exchange rate (Ilzetzki, Reinhart, and Rogo� 2019), I construct the exchange
rate for the RoW as a weighted-average of dollar and euro exchange rates. Finally, given the limited
availability of wage-based in�ation rates, parameter µi is estimated as an average of the CPI in�ation
and exchange rate depreciation in each economy (see Table A2). I use a �fteen-year window before
1995, 2005 and 2015 to estimating the corresponding exchange rate and in�ation moments assuming
they provide an accurate approximation to agents’ expectations about the near future.

As mentioned above, the �xed costs of currency adjustment are introduced to avoid large swings in
invoicing when countries switch between �oating and pegged exchange rates. As a result, the switching
between currencies — both in sample and in the counterfactual analysis — depends crucially on the
value of this parameter. Given little empirical guidance on the size of these adjustment costs, I adopt two
calibration strategies. First, starting with micro evidence, I assume that the �xed costs of changing the
currency are equal to the standard menu costs of price adjustment. Using the estimates from Nakamura
and Steinsson (2010), Golosov and Lucas (2007), Levy, Bergen, Dutta, and Venable (1997) that �rms
spend about 0.5% of their revenues on menu costs, I get τ = 0.5 − 1 · 10−4. Second, I directly target
invoicing moments and calibrate �xed costs to match the share of DCP in 1995 for a subsample of
countries with available data. Given the initial guess that all international trade is invoiced in dollars,
the share of DCP is monotonically decreasing in τ and provides a good identi�cation. This approach
leads to a similar estimate and I adopt τ = 0.8 · 10−4 as the baseline value of �xed costs.16

I use the IMF dataset compiled by Georgiadis, Le Mezo, Mehl, Casas, Boz, Nguyen, and Gopinath
(2020), which provides annual shares of exports and imports invoiced in dollars, euros, and home cur-
rencies for more than 100 economies over the period from 1990–2020. I focus on three-year averages

16The main results do not change much as long as τ stays within the range 0.5− 1.2 · 10−4.
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as a benchmark, but given the large number of missing values, I increase the window to �ve years for
some economies. This allows me to get invoicing shares for about 63% of global trade in 2015 with the
main limitation being the absence of data for China. Because most numbers come from customs au-
thorities and cover only merchandise trade, I compare empirical values with model-implied invoicing
for manufacturing and commodities, excluding service sectors.17 I complement this country-level data
with the bilateral and sectoral invoicing for Switzerland in 2015 (Bonadio, Fischer, and Sauré 2020).

4.3 Descriptive evidence

Before proceeding to the structural results, I present a �rst look at the raw data and summarize the main
empirical facts about trade �ows (γ, φ) and exchange rates (µ,Σ). The objective is to visualize the main
inputs of the quantitative model and to evaluate the role of four determinants of the DCP equilibrium
from Propositions 1-4: high in�ation and tight trade linkages in shaping demand for a vehicle currency,
and the large-economy and the anchor-currency advantages of the U.S. in making the dollar the top
candidate for this role. A reader more interested in the predictions of the structural model can proceed
directly to Section 4.4.

Starting with the implications of Proposition 4, the much-studied hyperin�ation in Latin American
countries in the 1980s and in Eastern Europe in the 1990s, as well as a relatively high in�ation in
most East Asian economies in the same time period, imply that the currencies of the vast majority
of economies in 1995 were hardly suitable for invoicing and that exporters from these countries were
looking for a vehicle currency to be used in international trade (see Figure A4 and Table A2). Comparing
these patterns with the later period, one can see that despite a substantial decrease in in�ation rates
across-the-board in the 2000s, most emerging economies — with the notable exception of China —
still exhibit signi�cantly higher in�ation rates than developed countries. This presumably lowered the
global demand for a vehicle currency and increased the number of potential candidates for this role
relative to earlier decades, even though for many economies, in�ation still generates strong incentives
to use foreign currency in international trade.

Fact 1 (In�ation) The median in�ation rate across emerging economies was 16.8% in the 1980-90s and
went down to 2.7% in the 2000s against 0.7% in developed economies.

This negative trend in in�ation was, however, largely o�set by the rising openness of economies
that, according to Proposition 1, helped to sustain the dominant currency equilibrium. To show this, I
use the �exible-price version of the model to compute the pass-through of exchange rates into aggre-
gate prices.18 The only input in this exercise is the global input-output table, which allows to estimate

17That said, the currency shares for some countries are inferred from settlement data collected by central banks, which
includes trade in services and can potentially be one source of discrepancy between the model and the data.

18Relative to this �exible-price benchmark, the equilibrium pass-through in a full structural model can be either higher
due to import prices being sticky in foreign currency or lower due to local and import prices being sticky in home currency.
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the shares of labor from di�erent countries in the aggregate basket of good r sold in country i. These
estimates allow to express prices in terms of labor costs across countries and are equivalent to the
pass-through of country-speci�c exchange rates eit. In particular, the pass-through of a home currency
shows how much domestic prices change in terms of foreign units when the local exchange rate depre-
ciates against all other currencies and is a convenient way to measure the openness of the economy: it
is equal one for closed economies and zero in the limit with no home bias. I focus on manufacturing
goods and use imports as weights to aggregate the pass-through coe�cients across markets.19

Figure 4 shows the results. As can be seen from the �rst panel, there is a large heterogeneity in
openness across countries with the average content of home currency ranging in 2015 from less than
20% for small East Asian and East European economies, to more than 50% for large economies of the
U.S., Japan, China and the Eurozone (see also Table A3). On average, the share of local currency among
non-large economies is about 30% leaving enough room for a foreign dominant currency. Moreover, the
openness of the economies has substantially increased over the last decades. The left panel of Figure 5
shows that while expected, the average share of domestic currency went up between 1995-2015 for
countries that joined the Eurozone, it went down for almost all other economies. The di�erences are
quantitatively large, including the change from 78% to 56% in Japan. Thus, the increase in the openness
of economies has largely counteracted the fall in in�ation in emerging economies discussed above, and
has helped to sustain demand for a vehicle currency in international trade.

Fact 2 (Price linkages) The average pass-through of home currency in prices is about 30% for small
economies and 55% for the U.S., the Eurozone, Japan, and China.

Turing next to the two fundamental advantages of the U.S., Figures 4b and 4c show the import-
weighted pass-through of the euro and the dollar exchange rates into the prices of manufacturing
goods across economies. While the euro share is above 30% for European countries trading actively
with the Eurozone, the numbers are close to zero for other economies, suggesting that the euro is more
likely to be a regional currency rather than a global one. In contrast, the dollar share is high not only
for Canada and Mexico — the two countries with the most intense trade linkages with the U.S. — but
also for Latin American and Asian countries. Aggregating across all economies other than the issuer
of the respective currency, the import-weighted average pass-through is 11% for the euro and 21% for
the dollar. Given a tight peg of the renminbi to the dollar over most of the period, a more relevant
statistic for currency choice might be a combined pass-through of the two currencies, which reaches
33% at the global level (see Figure 4d). This ensures that in most markets, the dollar ranks as the top
foreign currency and often surpasses the home currency. The second panel of Figure 5 shows that this
dominance has only strengthened over the last decades as the combined share of the dollar and the
renminbi went up for every singly country in the sample, including the Eurozone economies. The total
share has almost doubled with the renminbi contributing two thirds of this growth. At the same time,

19The results are similar for the currency content of exports as shown in Table A4, Figures A5 and A6 in the appendix.
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Figure 4: Pass-through into domestic prices
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Note: the �gure shows the pass-through (%) of home currency, euro, dollar and a combination of dollar and renminbi
exchange rates into domestic prices in 2015. All values are computed taking into account the global input-output linkages,
are aggregated across markets using imports as weights, and include only markets of manufacturing goods.
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Figure 5: Pass-through into domestic prices: 1995 vs. 2015

(a) Home currency (b) USD+RMB

Note: the �gure compares the pass-through of exchange rates from Figure 4 with counterparts estimated for 1995. The size
of each circle represents a country’s share in world imports. The members of the Eurozone are shown in red in panel (a).

the share of the dollar remains twice as large as the share of the renminbi because of the contribution
of the RoW, which is mostly pegged to the dollar.

Fact 3 (Large economy advantage) Between 1995 and 2015, the average pass-through of the dollar in
prices went up from 16% to 21% and the pass-through of the renminbi increased from 2% to 12%.

Finally, to evaluate the role of the anchor currency advantage, I turn to the su�cient statistic from
Proposition 4 and focus on the limit of static economy β → 0 with no in�ation µi = 0. I de�ne the
pass-through coe�cients into desired prices of exporters, such that p̃rji − ei = −

∑
m

χrji(m)em and note

that
∑
m

χrji(m) = 1. It follows that the currency choice statistic (17) can be rewritten as

2cov(ei − p̃rji, ek)− σ2
k = 2

∑
m

χrji(m)cov(em, ek)− σ2
k =

∑
m

χrji(m)
(

2cov(em, ek)− σ2
k

)
.

Without taking a stand on the values of χrji(m), which depend on the trade �ows and currency choices
of other �rms, one can ask the following hypothetical question: What vehicle currency will a �rm
choose if it does not want to use currency m for invoicing — because of either high in�ation µm or
a low share of currency m in desired price χrji(m) — and is looking for the closest substitute k that
maximizes 2cov(em, ek) − σ2

k? Clearly, if a single currency k turns out to be a good substitute for a
large number of currencies, it has a better chance of becoming the dominant currency in international
trade. For simplicity, I do this exercise allowing �rms to choose only among �ve potential vehicle
currencies and show the results in Figure 6, where each country on a map corresponds to currency m
and the colours show the best choice k.
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Figure 6: Best substitution currency
(a) 1995
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Note: for currency m of each country, the �gure shows the best substitute k among �ve potential vehicle currencies with
the highest value of 2cov(em, ek)− σ2

k . The panels report results for two periods from 1981–1995 and from 2001–2015.

The �rst thing to notice from this picture, is that the dollar is the best substitute for the vast majority
of currencies in 1995, with the only exception being Western European currencies that have the German
mark as the closest substitute.20 Almost no currency is paired with the pound, yen or the renminbi in
this period.21 The position of the dollar is more ambiguous in 2015 as can be seen from the second panel
of Figure 6. On the one hand, it looses its dominance among Eastern European currencies to the euro
and its position among several Latin American and East Asian currencies to renminbi. On the other
hand, if one excludes the renminbi from the set of potential vehicle currencies, given its tight peg to the
dollar over this period, the position of the dollar is even stronger in 2015 than in 1995. The expansion
of China also explains a falling trade-weighted share of the euro despite an increase in the number of
countries pegging to the currency.

Fact 4 (Anchor currency advantage) Between 1995 and 2015, the trade-weighted share of countries
with the corresponding currency as a best substitute went down from 44% to 26% for the dollar, up from
2% to 29% for the renminbi, and down from 41% to 32% for the euro.

20This result echoes the �ndings of Ilzetzki, Reinhart, and Rogo� (2019) that most countries peg their exchange rates to
the dollar, although the su�cient statistic for currency choice is di�erent from the one used in their classi�cation and does
not depend on whether the comovement of the exchange rates is driven by a monetary policy or non-monetary shocks.

21The fact that the Argentinian peso is substituted for yen is driven by a few large depreciations of the former and is not
robust to the exclusion of these outliers.
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Table 1: Currencies in world trade

Trade
share

Baseline
model

Robustness

include
services

any
VCP

domestic
invoicing

zero
in�ation

initial
invoicing

�exible
prices

(1) (2) (3) (4) (5) (6) (7) (8)

USD 22.6 64.7 60.3 63.6 64.7 61.1 58.8 65.2
EUR 20.9 21.7 24.9 21.2 21.7 18.2 26.0 23.8
RMB 14.2 0.7 0.6 0.8 0.7 1.6 0.9 1.1
GBP 3.1 1.3 1.7 1.2 1.3 1.8 1.3 1.1
JPY 4.3 2.4 2.4 2.4 2.4 4.1 5.0 4.1
Other AE 14.0 5.2 6.5 7.0 5.2 6.1 4.3 2.9
Other EM 20.9 4.0 3.5 3.8 4.0 7.1 3.7 1.7

Note: column 1 shows the percent of world trade accounted for by countries with the corresponding currency, column 2
shows the fraction of world trade invoiced in a given currency, column 3 reports invoicing shares for all sectors including
services, in column 4 exporters choose between 13 vehicle currencies, in column 5 domestic �rms optimally choose the
currency, column 6 assumes µk = 0 in all countries, column 7 uses initial invoicing based on Ilzetzki, Reinhart, and Rogo�
(2019) classi�cation, column 8 assumes λr → 0 for all sectors. In each case, the model is reestimated for all periods.
Advanced economies (AE) are de�ned according to the IMF classi�cation and emerging economies (EM) include the RoW.

4.4 Model’s �t

While the previous section provides suggestive evidence about fundamentals that can support the DCP
equilibrium, the strategic interactions between �rms imply that it is not possible to accurately predict
currency choice without a full structural model. Next, I combine together all ingredients in a calibrated
version of the model and show that it can quantitatively replicate the key empirical facts about global
use of currencies, the cross-sectional variation, and the evolution of invoicing in time.

Starting with the aggregate predictions of the model, column 2 of Table 1 reports the share of
international trade invoiced in the dollar, euro, renminbi, British pound, yen, and in the remaining
currencies of advanced and emerging economies. The dollar clearly emerges as the dominant currency
with almost two thirds of global trade invoiced in the U.S. currency. It is followed by the euro, which
accounts for another 22% of international �ows, while the share of any other currency in world trade
does not exceed 2.5%. To dissect the optimal currency choice from purely mechanical e�ects, it is worth
comparing these numbers with the shares of the corresponding countries in world trade reported in
column 1 of the table: the share of DCP is three times larger than the total trade share of countries with a
hard peg to the dollar (including most of the RoW). In this sense, the relative size of economies can only
explain about one third of DCP in world trade with the remaining use of the dollar arising endogenously.
In contrast, the percentage of international prices set in euros is very close to the contribution of the
Eurozone to global trade and the use of other currencies is disproportionately smaller than the trade
share of their issuers. Note that although the di�erence is especially large for emerging economies, it
is also signi�cant for all advanced economies, including the pound, which served as the main vehicle
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Figure 7: Global exports and invoicing

Note: ‘Trade’ bars show the share of commodity trade and the share of non-commodity trade with dollarized and euroized
economies in world exports. ‘Data’ and ‘Model’ bars show respectively the empirical and model-implied fraction of exports
invoiced in dollars and euros. All numbers are computed for a subsample of countries with available invoicing data.

currency before the dollar.
To confront the model predictions with the data, I next look at a subsample of countries, for which

invoicing data is available. Figure 7 replicates the plot from Georgiadis, Le Mezo, Mehl, Casas, Boz,
Nguyen, and Gopinath (2020) showing in the �rst two bars the share of dollarized and euroized economies
and their currencies in total exports of countries in the subsample.22 As emphasized by Gopinath (2016),
the invoicing share of the dollar (53%) is disproportionately large relative to its trade share (12%). Im-
portantly, this pattern cannot be attributed solely to the dollar invoicing of commodities: the share of
the dollar is about 2.3 times larger than the combined share of dollarizied economies and commodity
trade between other countries. The third bar of the plot shows that the model replicates closely these
empirical facts with the global share of DCP equal to 52% against 53% in the data and the share of ECP
equal to 31% against 35% in the data.

Given a good �t at the global level, one can go one step further and ask whether the model is also
consistent with the cross-country variation in invoicing. Focusing again on economies with available
data, Figure 8a presents a scatter plot of empirical and simulated shares of DCP in imports across
countries (see also Figure A8 and Table A5 in the appendix). The �gure shows that there is substantial
variation in the use of the dollar across economies in the data: e.g. the dollar share is around 20% in
Germany, 40% in the U.K., 70% in Japan, 90% in India, and 100% in the U.S. This heterogeneity is well
captured by the model as indicated by the fact that most observations lie close to the 45-degree line. In
particular, the model reproduces a low share of DCP in the Eurozone countries and a high share in the

22The results for imports are similar and are shown in Figure A7 in the appendix.
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Figure 8: Cross-country import currency shares: model vs. data

(a) DCP (b) Naïve DCP

(c) ECP (d) LCP

Note: panels (a), (c) and (d) show empirical and model-implied shares of DCP, ECP and LCP in imports. Panel (b) shows
a counterfactual share of DCP in imports if commodities were invoiced in dollars and invoicing of other goods were split
equally between currencies of the buyer and the seller. The size of circles is proportional to country’s share in world imports.

U.S. and most developing economies. Perhaps most surprisingly, it also rationalizes the widespread use
of the dollar in such advanced economies as Japan, Korea, New Zealand, and the U.K. A good cross-
country �t of the model is not limited to DCP and, as can be seen from Figures 8c and 8d, also extends
to the use of the euro and local currencies in international trade.

To measure the goodness of �t more formally, I use the fraction of (trade-weighted) cross-country
dispersion explained by the model, i.e. R2 ≡ 1 −

∑
i ωi(πi−π̂i)2∑
i ωi(πi−π̄)2

, where ωi is the share of country i in
world imports, πi and π̂i are respectively empirical and simulated shares of a given currency in imports
of country i, and π̄ is a weighted-average share in the data. Note that the statistic is equal to one when
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Figure 9: Currency shares in Switzerland by sector: model vs. data

(a) Imports (b) Exports

Note: the �gure shows the share of DCP (blue) and ECP (red) in imports and exports of Switzerland by sector. The size of
circles is proportional to sector’s share in country’s trade.

the model perfectly matches the data π̂i = πi and converges to zero when the model can only explain
the global use of currencies, but not the cross-country variation π̂i = π̄. As can be seen in Figure 8, the
statistic is equal R2 = 0.80 for the dollar, R2 = 0.96 for the euro, and R2 = 0.91 for local currencies
— a surprisingly good �t, especially given the amount of noise in the data. To put these numbers in
perspective, consider a “naïve invoicing” when all commodity prices are set in dollars and the prices
in non-commodity sectors are split in half between the currency of the seller and the currency of the
buyer.23 Figure 8b shows that in contrast to the structural model, the naïve invoicing substantially
underestimates both the global use of the dollar and its variation across countries with the DCP share
staying between 10− 40% for all non-dollarized economies and the resulting R2 being negative.

Going a step further, I complement these cross-country results with the invoicing patterns between
di�erent sectors. Since such data is not available at the global level, I focus instead on one individual
economy — Switzerland – with a substantial use of home currency, DCP, and ECP and a large variation
in invoicing across sectors. Figure 9 compares the empirical and model-implied shares of DCP and
ECP in imports and exports across manufacturing sectors with the remaining trade in each industry
mostly invoiced in Swiss francs. Even at this granular level when one controls for the country of origin
or destination, the �t of the model is quite good. Although overestimating the average share of the
euro in exports, the model reproduces well the ranking of sectors in their use of dollars and euros,
including a higher share of DCP in exports of food, chemicals, and petroleum and a higher share of
ECP in exports of vehicles, paper, and plastics. Of course, the model’s performance deteriorates as

23Notice this is a conservative benchmark as it takes for granted the dollar invoicing of commodities. Instead, this is an
endogenous outcome in the model.
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Figure 10: Evolution of DCP in exports of selected economies

Note: the �gure shows the evolution of empirical (blue) and simulated (red) DCP shares (in %) in countries’ exports.

one looks at a more granular level, since by construction, the currency choice is the same for all �rms
within a sector-exporter-importer triplet.24 More disaggregated data on trade �ows is required to make
progress in this direction.

Finally, moving to the time dimension, one of the key properties of the international prices system
is the stability of invoicing patterns (Gopinath 2016). The �xed costs of changing a currency and the
complementarities in currency choice allow the model to reproduce this fact. The simulated share of
DCP is stable not only at the global level (see Figure A10 in the appendix), but also at the country
level. Focusing on the evolution of export invoicing between 2005 and 2015, the cross-country median
absolute change in the DCP (ECP) share is 3.6% (3.2%) in the model against 3.5% (2.9%) in the data.25

The model also matches well the fraction of countries with a rising share of ECP in exports (47% against
50% in the data), but underpredicts the number of countries with a growing share of DCP (36% against
52% in the data). At the same time, as emphasized by Georgiadis, Le Mezo, Mehl, Casas, Boz, Nguyen,
and Gopinath (2020), there are a few countries with substantial changes in invoicing between 1995 and
2015. The upper panel of Figure 10 illustrates this point by showing the evolution of the dollar share in
exports of selected economies with a good data coverage. Both in the data and in the model, there is a
negative trend among European countries that either joined the euro area or had strong trade linkages

24Decomposing the variance of simulated invoicing in international trade, one gets that the countries of origin and
destination account each for about 47% of the total variation, while sectors explain the remaining 5%. Figure A9 in the
appendix illustrates this result by showing the use of currencies across countries in their trade with Switzerland.

25I focus on the period from 2005–2015 because of a better data coverage and a lower sensitivity to the pre-1995 invoicing.
The trade-weighted means are close to the medians. See Figure A11 in the appendix for the cross-country evidence.
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with euro economies.26 On the other hand, the �gure shows the model also matches a stable DCP share
in Japan and Turkey, and a moderate positive trend in Australia driven by country’s trade with China.

4.5 Discussion

Having established a good empirical �t of the model, it is worth discussing in greater detail the mech-
anisms that sustain the DCP equilibrium. This section studies the currency choice under alternative
values of parameters and shows the robustness of the main �ndings.

Addressing the fact that empirical invoicing shares of some countries include not only merchandise
trade, but also the trade in services, column 3 of Table 1 reports the global use of currencies across all
sectors. Because of a larger share of the Eurozone and the U.K. in services, the use of their currencies
is slightly higher in this case. The share of the dollar, on the other hand, goes down. This is expected
given the larger role of PCP and LCP in service sectors: according to the model, a stronger home bias
and a lower share of foreign intermediates in these sectors implies that the third currencies account
for about 76% of world trade in commodities, 32% in manufacturing, and only 20% in services (see
Table A6 for details). Yet, the dollar remains the dominant currency with a global share above 60%.

The next column of the table relaxes the assumption that exporters can choose from �ve vehicle
currencies and in addition, allows them to set prices in the currencies of Switzerland, South Korea, Nor-
way, Sweden, New Zealand, Australia, Canada, and South Africa.27 Although, expectedly, this increases
the share of currencies of advanced economies, the changes are quantitatively small. In particular, the
DCP share falls from 64.7% to 63.7% indicating that given the starting conditions and the fundamen-
tals, there is little scope for other vehicle currencies in international trade.28

I then consider the case when both exporters and domestic �rms can optimally choose the currency
of invoicing. Consistent with a dramatic fall in in�ation rates documented in Section 4.3, the model
implies that the share of domestic manufacturing goods in emerging economies invoiced in local cur-
rency went up from 38% in 1995 to 94% in 2015. These changes, however, had only minor e�ects on
exporters’ decisions given the low share of currencies of emerging economies in international trade and
the dominance of local currencies in the domestic �ows of developed economies. Thus, the baseline as-
sumption of exogenous PCP in local sales provides a good approximation to the equilibrium invoicing
in 2015 and, as can be seen from column 5 of Table 1, is almost inconsequential for the currency shares
in international trade.

26The results are similar for Bulgaria, Estonia, Hungary, and Latvia. Although the model somewhat overestimates the
share of DCP in the �rst period due to a crude guess for the pre-1995 invoicing, it reproduces well the negative trend from
the data. A counterfactual with in�nite adjustment costs shows that the results from the baseline model are driven not only
by a mechanical e�ect of changing export shares, but is also due to the endogenous change in the currency of invoicing.

27I focus on these currencies because of their �oating regime and a high liquidity — together they account for more than
90% of FX turnover. At the same time, the results remain almost unchanged when exporters are allowed to use arbitrary
currencies for invoicing.

28Here and below, I solve for the whole new path of currency choice starting from 1995.
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Similarly, column 6 shows that the currency shares remain largely unchanged if one assumes zero
in�ation across economies. This result should be interpreted with caution as it only holds because of the
initial guess that all exporters set their prices in dollars and there are both �xed costs and complemen-
tarities that make switching to currencies of emerging economies suboptimal even in a low-in�ation
case. In other words, the high in�ation of the 1990s con�rms the status quo. If instead one assumes PCP
or LCP in the pre-1995 period, the in�ation substantially changes the currency choice of exporters and
makes them switch to vehicle currencies. To further evaluate the role of the initial currency choice,
I consider the case when exporters set prices in anchor currencies of their economies as de�ned by
Ilzetzki, Reinhart, and Rogo� (2019) for year 1995. Expectedly, this increases the share of currencies
of developed economies and lowers the share of the dollar (see column 7). Yet, even in this case, the
dominance of the U.S. currency remains undisputed. Interestingly, if one assumes instead that all ex-
port prices except for commodities are set in euros (German mark) before 1995, then in 2015 the share
of DCP is 53.2% and the share of the ECP is 28.5%. This shows that although the history-dependence
enhances the role of the dollar and especially so in the commodity sectors, it is the fundamental anchor-
currency advantage of the U.S. that ensures that its currency dominates the euro in world trade, even
if the initial conditions work against the dollar.

Finally, to disentangle the role of fundamental factors and the complementarities in currency choice,
I consider the �exible-price limit λr → 0. Perhaps surprisingly, column 8 shows that the dollar and the
euro further crowd out other currencies relative to the baseline case. Intuitively, there are two e�ects
of greater price �exibility: on the one hand, it lowers the invoicing complementarities across exporters,
which dampens the role of vehicle currencies. On the other hand, it also lowers the complementarities
between domestic �rms and exporters, which helps to support the DCP equilibrium. The latter e�ect
dominates in the calibrated model, although quantitatively the net e�ect is close to zero meaning that
equilibrium invoicing is robust to a wide range of price stickiness.29

4.6 Future of the dollar

After making sure that the equilibrium invoicing matches closely the current use of currencies in world
trade, I next take full advantage of the general equilibrium structure of the model to do counterfactual
analysis about the future evolution of the international price system. This section evaluates the e�ect
of economic growth, exchange rate regimes, and monetary policy on the prospects of the renminbi to
replace the dollar as a global currency.

The �rst counterfactual focuses on the growing role of China in world economy and asks how much
the use of currencies will change twenty years from now, by year 2035, if countries continue to grow
at their current rates. To answer this question, I compute future bilateral trade �ows {γrji} using a

29This result is not driven by the �xed costs of currency adjustment. First, the costs are normalized by λr and go to zero
in the limit of �exible prices (see Section B.2.3 in the appendix). Second, a simulation with zero �xed costs con�rms that
the DCP share is higher under �exible prices.
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standard structural gravity model from the international trade literature (Eaton and Kortum 2002, see
Appendix B.3 for details). The growth rates are estimated at the country level using the actual values for
2016–2019 and the IMF forecasts for 2020–2025 and are extrapolated for the whole horizon of twenty
years. Importantly, this scenario assumes no changes in other parameters — including in�ation rates
and exchange rate covariances — keeping them at the 2001–2015 level.

The second bar in Figure 11 shows the results. Interestingly, the model predicts that if anything,
the increasing role of China and other emerging economies in the world economy strengthens the
dominance of the dollar, shrinking the share of the euro, and leaving the share of the renminbi and other
currencies close to zero. This is because there are almost no changes in currency choice and all dynamics
are driven by the composition e�ect — the contribution of emerging economies to world trade goes up
and the share of the Eurozone in world economy falls. Thus, the �xed costs and complementarities
in currency choice are strong enough to prevent exporters from switching to the renminbi even when
the share of China in world manufacturing exports rises from 19% to 23% and its home bias goes up
from 91% to 93%. Notice there is no contradiction between this result and Corollary 1: the peg to the
dollar in several emerging economies including China implies that the e�ective share of the dollarized
countries in world economy is increasing, promoting the status of DCP.

To better understand the role of the exchange rate policy, consider the second counterfactual, which
assumes that China abandons FX interventions and switches to a �oating regime. While it is hard to
predict the properties of the renminbi exchange rate without government interventions, I assume that
once expressed against a bundle of �oating currencies it has a zero correlation with other exchange
rates and the same volatility as the U.S. dollar.30 The trade �ows and other parameters take the same
values as in 2015. The third bar in Figure 11 shows that the equilibrium share of the renminbi is sig-
ni�cantly larger in this case: a higher volatility of the Chinese exchange rate against the dollar breaks
the isomorphism between the two currencies and makes �rms reconsider their currency choice. As a
result, some trade �ows to and from China switch to the renminbi invoicing. At the same time, the
share of Chinese currency remains lower than the country’s contribution to world trade (11% against
14%) and the renminbi is almost never used as a vehicle currency between third countries.

The previous counterfactual makes a conservative assumption that keeps most currencies pegged
to the dollar and to the euro after China switches to a �oating regime. One can argue instead that
developing countries are likely to adopt the renminbi as an anchor currency in their exchange rate
policy in response to its rising role in international goods and �nancial markets (see e.g. Egorov and
Mukhin 2021). The next counterfactual considers such possibility and switches the positions of the
renminbi and the dollar in the exchange rate covariance matrix.31 In this case, the share of Chinese
currency reaches 18% exceeding the country’s contribution to world trade, while the share of DCP

30Indeed, once expressed in this way, the average correlation of each �oating currency with the others is close to zero.
31In particular, I assume that the covariances between the renminbi and other currencies become the same as they are

for the dollar in 2015, while the covariance of the dollar with other exchange rates is zero.
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Figure 11: Counterfactual currency shares in world trade

Note: the bars show the model-implied shares of the main vehicle currencies in world trade (1) in 2015, (2) under the
predicted trade �ows in 2035, (3) if China adopts a �oating exchange rate regime, (4) if the renminbi replaces the dollar as
an anchor currency for other economies, (5) if the U.S. in�ation goes up to 10% per year.

falls to 38% and the share of ECP rises slightly to 25% (see the fourth bar in Figure 11). Although the
renminbi also gains the status of a vehicle currency in trade between some countries, the dollar retains
its status of the main vehicle currency. Thus, the history dependence is strong enough to prevent
the renminbi from becoming the new dominant currency, but is not su�cient for the dollar to remain
the only global currency. The world in this case features several regional currencies in line with the
predictions of Eichengreen (2011).

Finally, I consider the case when the evolution of the international price system is driven by changes
in the U.S. economy rather than in the rest of the world. In particular, assume that U.S. in�ation goes
up to 10% with no other changes in the world economy relative to the year 2015. Such shock can
be a consequence of the rising government debt burden and the inability of the �scal authorities to
raise enough taxes to �nance it. Alternatively, one can consider a shock to the safe-asset status of U.S.
bonds and the resulting depreciation of the exchange rate (Farhi and Maggiori 2018), which has similar
implications for the equilibrium invoicing (see Corollary 1). The last bar in Figure 11 shows that the
share of DCP falls dramatically to 15%, the share of ECP goes up to 28%, and the Chinese currency
emerges as the dominant currency accounting for 37% of international trade. In fact, only commodities
with �exible prices remain invoiced in dollars in this case. Intuitively, an increase in U.S. in�ation makes
exporters look for an alternative unit of account and although the use of most currencies goes up, the
gains are especially high for the renminbi, which is the closest substitute to the dollar.

To summarize, there are three main take-aways about the future of the dollar. First, the rise of
China and other emerging economies does not put at risk and can even strengthen the dominance of
the dollar as long as these countries stay pegged to the U.S. currency. Second, the dollar is more likely
to lose its global status if U.S. in�ation goes out of control, suggesting that the internal problems of the
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U.S. economy are more damaging for the dominance of the dollar than external factors. Moreover, in
this scenario, the anchor status works against the dollar as it simpli�es the transition to the renminbi.
Finally, the model suggests that the dominance of one currency in today’s world is due to a particular
combination of the previous history, when there were no good alternatives to the dollar, and the current
fundamentals, with many emerging economies pegging their exchange rates to the dollar. If the peg is
abandoned, the world is likely to move to a new equilibrium with multiple regional currencies rather
than to switch to a new global currency. However, the PCP/LCP equilibrium with symmetric use of
currencies in world trade is still unlikely because of the complementarities in currency choice and the
high volatility of emerging economies.

5 Conclusion

This paper provides a general equilibrium framework of the international price system that can be used
to analytically and quantitatively study the use of currencies in world trade. The model is broadly con-
sistent with the key empirical facts, including the dominant status of the dollar in global trade, a large
heterogeneity of invoicing across economies, and delayed transition from one dominant currency to an-
other. A calibrated version of the model shows that high in�ation and volatility in emerging economies
create global demand for a vehicle currency, which is further ampli�ed by strategic complementarities
in currency choice. The large size of the U.S. economy and a widespread peg to the dollar among other
countries naturally make the U.S. currency the leading candidate for the role of the global currency.
While the increasing role of China in the world economy and its drift towards a �oating regime can
undermine the dominance of the dollar in the future, it is unlikely to fully replace it on the global stage.

The tractability of the baseline model allows for several extensions and applications, which are left
for future research. First, although the use of the world input-output table and exchange rate covariance
matrix allows me to match the global and cross-country invoicing patterns from the data, more granular
data on inter-�rm linkages can greatly improve the model’s predictions at a more disaggregated level
(Amiti, Itskhoki, and Konings 2020). More empirical evidence is also required regarding the size of
the �xed costs of currency adjustment (Crowley, Han, and Son 2020). Second, augmenting the model
with a more realistic �nancial sector and gross capital �ows would allow analyzing the interactions
between the dominant status of the dollar as a vehicle currency in international trade and as a reserve
currency in global asset markets (Bahaj and Reis 2020). Third, the framework lends itself to a variety
of counterfactuals and policy experiments. This paper makes the �rst step in this direction, leaving
for future analysis many interesting experiments, such as the invoicing implications of joining the
Eurozone. Finally, the counterfactual analysis shows that the future of the international price system
depends heavily on the status of the dollar as the main anchor currency. More work is required to
understand how countries choose the exchange rate regime, how it interacts with the other roles of the
dollar, and how it is going to change in the future (Gourinchas 2021).

35



References

Allen, T., C. Arkolakis, and Y. Takahashi (2020): “Universal gravity,” Journal of Political Economy,
128(2), 393–433.

Alvarez, F., M. Beraja, M. Gonzalez-Rozada, and P. A. Neumeyer (2019): “From hyperin�ation to
stable prices: Argentina’s evidence on menu cost models,” The Quarterly Journal of Economics, 134(1),
451–505.

Amiti, M., O. Itskhoki, and J. Konings (2014): “Importers, Exporters, and Exchange Rate Disconnect,”
American Economic Review, 7(104), 1942–1978.

(2019): “International Shocks, Variable Markups and Domestic Prices,” Review of Economic
Studies.

(2020): “Dominant currencies: How �rms choose currency invoicing and why it matters,” NBER
Working Paper No. 27926.

Ascari, G., and A. M. Sbordone (2014): “The macroeconomics of trend in�ation,” Journal of Economic
Literature, 52(3), 679–739.

Bacchetta, P., and E. van Wincoop (2005): “A Theory of the Currency Denomination of International
Trade,” Journal of International Economics, 67(2), 295–319.

Bahaj, S., and R. Reis (2020): “Jumpstarting an International Currency,” CEPR Discussion Paper No.
DP14793.

Baqaee, D. R., and E. Farhi (2020): “Productivity and misallocation in general equilibrium,” The Quar-
terly Journal of Economics, 135(1), 105–163.

Bhattarai, S. (2009): “Optimal currency denomination of trade: Theory and quantitative exploration,”
Discussion paper, Princeton University mimeo.

Bonadio, B., A. M. Fischer, and P. Sauré (2020): “The speed of exchange rate pass-through,” Journal
of the European Economic Association, 18(1), 506–538.

Burstein, A. T., and G. Gopinath (2012): “International Prices and Exchange Rates,” in Handbook of
International Economics, ed. by G. Gopinath, E. Helpman, and K. Rogo�, vol. IV.

Caliendo, L., and F. Parro (2015): “Estimates of the Trade and Welfare E�ects of NAFTA,” The Review
of Economic Studies, 82(1), 1–44.

Calvo, G. (1983): “Staggered Prices in a Utility-Maximizing Framework,” Journal of Monetary Eco-
nomics, 12(3), 383–398.

Carvalho, C., and F. Nechio (2011): “Aggregation and the PPP Puzzle in a Sticky-Price Model,” Amer-
ican Economic Review, 101(6), 2391–2424.

Chahrour, R., and R. Valchev (2021): “Trade Finance and the Durability of the Dollar,” Working Paper,
Boston College.

36



Corsetti, G., and P. Pesenti (2002): “Self-Validating Optimum Currency Areas,” NBER Working Paper
No. 8783.

Cravino, J. (2014): “Exchange rates, aggregate productivity and the currency of invoicing of interna-
tional trade,” Working paper, University of Michigan.

Crowley, M. A., L. Han, and M. Son (2020): “Dominant currency dynamics: Evidence on dollar-
invoicing from UK exporters,” CEPR Discussion Paper No. DP15493.

Dekle, R., J. Eaton, and S. Kortum (2007): “Unbalanced trade,” American Economic Review, 97(2), 351–
355.

Devereux, M., C. Engel, and P. Storgaard (2004): “Endogenous Pass-through when Nominal Prices
are set in Advance,” Journal of International Economics, 63(2), 263–291.

Devereux, M. B., K. Shi, and J. Xu (2010): “Oil currency and the dollar standard: a simple analytical
model of an international trade currency,” Journal of Money, Credit and Banking, 42(4), 521–550.

Devereux, M. B., and S. Shi (2013): “Vehicle currency,” International Economic Review, 54(1), 97–133.

Drenik, A., R. Kirpalani, and D. Perez (2018): “Currency choice in contracts,” Working Paper, NYU.

Drenik, A., and D. J. Perez (2021): “Domestic price dollarization in emerging economies,” Journal of
Monetary Economics.

Eaton, J., and S. Kortum (2002): “Technology, geography, and trade,” Econometrica, 70(5), 1741–1779.

Egorov, K., and D. Mukhin (2021): “Optimal Policy under Dollar Pricing,” Working Paper, University
of Wisconsin-Madison.

Eichengreen, B. (2011): Exorbitant Privilege: The rise and fall of the Dollar and the Future of the Inter-
national Monetary System. Oxford University Press.

Engel, C. (2006): “Equivalence Results for Optimal Pass-Through, Optimal Indexing to Exchange Rates,
and Optimal Choice of Currency for Export Pricing,” Journal of European Economic Association, 4(6),
1249–60.

Engel, C. M., and S. P. Y. Wu (2018): “Liquidity and Exchange Rates: An Empirical Investigation,” NBER
Working Paper w25397.

Farhi, E., and M. Maggiori (2018): “A Model of the International Monetary System,” Quarterly Journal
of Economics.

Friberg, R. (1998): “In which currency should exporters set their prices?,” Journal of International Eco-
nomics, 45, 59–76.

Friberg, R., and F. Wilander (2008): “The currency denomination of exports - A questionnaire study,”
Journal of international economics, 75(1), 54–69.

Gabaix, X. (2011): “The granular origins of aggregate �uctuations,” Econometrica, 79(3), 733–772.

Gali, J., and T. Monacelli (2005): “Monetary policy and exchange rate volatility in a small open econ-
omy,” The Review of Economic Studies, 72(3), 707–734.

37



Gaubert, C., and O. Itskhoki (2021): “Granular comparative advantage,” Journal of Political Economy,
129(3), 871–939.

Georgiadis, G., H. Le Mezo, A. Mehl, C. Casas, E. Boz, T. Nguyen, and G. Gopinath (2020): “Patterns
in invoicing currency in global trade,” IMF Working Paper.

Georgiadisd, G., H. Le Mezo, A. Mehld, and C. Tille (2020): “Markets vs. policies: Can the US dollar’s
dominance in global trade be dented?,” ECB Working Paper.

Goldberg, L. S., and C. Tille (2008): “Vehicle currency use in international trade,” Journal of interna-
tional Economics, 76(2), 177–192.

Golosov, M., and R. E. Lucas, Jr. (2007): “Menu Costs and Phillips Curves,” Journal of Political Economy,
115, 171–99.

Gopinath, G. (2016): “The International Price System,” Jackson Hole Symposium Proceedings.

Gopinath, G., E. Boz, C. Casas, F. J. Díez, P.-O. Gourinchas, and M. Plagborg-Møller (2020): “Dom-
inant currency paradigm,” American Economic Review, 110(3), 677–719.

Gopinath, G., O. Itskhoki, and R. Rigobon (2010): “Currency Choice and Exchange Rate Pass-
through,” American Economic Review, 100(1), 306–336.

Gopinath, G., and J. C. Stein (2021): “Banking, trade, and the making of a dominant currency,” The
Quarterly Journal of Economics, 136(2), 783–830.

Gourinchas, P.-O. (2021): “The Dollar Hegemon? Evidence and Implications for Policymakers,” in The
Asian Monetary Forum: Insights for Central Banking, pp. 264–300.

Hassan, T. A. (2013): “Country size, currency unions, and international asset returns,” The Journal of
Finance, 68(6), 2269–2308.

Ilzetzki, E., C. M. Reinhart, and K. S. Rogoff (2019): “Exchange arrangements entering the twenty-
�rst century: Which anchor will hold?,” The Quarterly Journal of Economics, 134(2), 599–646.

Itskhoki, O., and D. Mukhin (2021): “Exchange rate disconnect in general equilibrium,” Journal of
Political Economy, 129(8), 2183–2232.

Jiang, Z., A. Krishnamurthy, and H. Lustig (2018): “Foreign safe asset demand for US treasurys and
the dollar,” AEA Papers and Proceedings, 108, 537–41.

Kamps, A. (2006): “The euro as invoicing currency in international trade,” European Central Bank
No. 665.

Kimball, M. (1995): “The Quantitative Analytics of the Basic Neomonetarist Model,” Journal of Money,
Credit and Banking, 27, 1241–77.

Krugman, P. (1980): “Vehicle Currencies and the Structure of International Exchange,” Journal of
Money, Credit and Banking, 12, 513–26.

(1991): “History versus expectations,” The Quarterly Journal of Economics, 106(2), 651–667.

Levy, D., M. Bergen, S. Dutta, and R. Venable (1997): “The magnitude of menu costs: direct evidence

38



from large US supermarket chains,” The Quarterly Journal of Economics, 112(3), 791–824.

Mankiw, N. G. (1985): “Small menu costs and large business cycles: A macroeconomic model of
monopoly,” The Quarterly Journal of Economics, 100(2), 529–537.

Mankiw, N. G., and R. Reis (2002): “Sticky information versus sticky prices: a proposal to replace the
New Keynesian Phillips curve,” The Quarterly Journal of Economics, 117(4), 1295–1328.

Matsuyama, K. (1991): “Increasing returns, industrialization, and indeterminacy of equilibrium,” The
Quarterly Journal of Economics, 106(2), 617–650.

Matsuyama, K., N. Kiyotaki, and A. Matsui (1993): “Toward a theory of international currency,” The
Review of Economic Studies, 60(2), 283–307.

Meese, R., and K. Rogoff (1983): “Empirical Exchange Rate Models of the Seventies: Do They Fit Out
of Sample?,” Journal of International Economics, 14(1), 3–24.

Morris, S., and H. S. Shin (2001): “Global Games: Theory and Applications,” Advances in Economics
and Econometrics, p. 56.

Nakamura, E., and J. Steinsson (2008): “Five Facts about Prices: A Reevaluation of Menu Cost Models,”
Quarterly Journal of Economics, 123(4), 1415–1464.

Nakamura, E., and J. Steinsson (2010): “Monetary non-neutrality in a multisector menu cost model,”
The Quarterly journal of economics, 125(3), 961–1013.

Novy, D. (2006): “Hedge your costs: Exchange rate risk and endogenous currency invoicing,” Warwick
Economic Research Paper No. 765.

Rey, H. (2001): “International Trade and Currency Exchange,” Review of Economic Studies, 68(2), 443–
464.

Rotemberg, J. J. (1982): “Monopolistic price adjustment and aggregate output,” The Review of Economic
Studies, 49(4), 517–531.

Sims, C. A. (2003): “Implications of rational inattention,” Journal of monetary Economics, 50(3), 665–690.

39



Online Appendix

An Eqilibrium Model
of the International Price System

Dmitry Mukhin
d.mukhin@lse.ac.uk

A Analytical results

A.1 Baseline model
A.1.1 Equilibrium conditions

The Kimball aggregator for consumption bundle in region i is de�ned as

(1− γ)

∫ 1

0
Υ

(
Cii(ω)

(1− γ)Ci

)
dω + γ

∫ 1

0

∫ 1

0
Υ

(
Cji(ω)

γCi

)
dωdj = 1, (A1)

where Υ(1) = Υ′(1) = 1, Υ′(·) > 0 and Υ′′(·) < 0. I de�ne h(·) ≡ Υ′−1(·) and borrow expressions for price
indices and demand under the Kimball aggregator from Itskhoki and Mukhin (2021) and Amiti, Itskhoki, and
Konings (2019). The equilibrium system of the model consists of the following blocks:

1. Labor supply and labor demand:

Ci =
Wi

Pi
, (A2)

Li = (1− φ)

(
Pi
Wi

)φ Yi
Ai
. (A3)

2. Market clearing condition:

Yi(ω) =

∫ 1

0

[
(1− γ)h

(
DiPii(ω)

Pi

)
(Xi + Ci) + γ

∫ 1

0
h

(
DjPij(ω)

Pj

)
(Xj + Cj) dj

]
dω, (A4)

where intermediate demand is given by Xi = φMCiYi
Pi

and marginal costs of production are equal to

MCi =
W 1−φ
i P φi
Ai

. (A5)
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3. Price setting and currency choice:

Pji(ω) =

{
EikP̄ kji, w/p λ
P̃ji, w/p 1− λ ,

where
P̃ji = arg max

P
(PEji −MCj)h

(
DiP

Pi

)
(Xi + Ci),

P̄ kji = arg max
P,k

E (PEjk −MCj)h

(
DiPEik
Pi

)
(Xi + Ci).

4. De�nition of price indices:

(1− γ)

∫ 1

0
Υ

(
h

(
DiPii (ω)

Pi

))
dω + γ

∫ 1

0

∫ 1

0
Υ

(
h

(
DiPji (ω)

Pi

))
dωdj = 1,

(1− γ)

∫ 1

0
h

(
DiPii (ω)

Pi

)
Pii (ω)

Pi
dω + γ

∫ 1

0

∫ 1

0
h

(
DiPji (ω)

Pi

)
Pji (ω)

Pi
dωdj = 1.

5. Risk-sharing:

Ei0 = ηi
eψiPiCi
eψ0P0C0

. (A6)

6. Country’s budget constraint pins down constant ηi. The net exports expressed in dollar terms are

E
eψiNXi

eψ0P0C0
= 0, where (A7)

NXi = γ

∫ 1

0

∫ 1

0

{
E0jPij (ω)h

(
DjPij (ω)

Pj

)
(Xj +Cj)−E0iPji (ω)h

(
DiPji (ω)

Pi

)
(Xi +Ci)

}
dωdj.

7. Monetary policy:
emi = PiCi. (A8)

A.1.2 Steady state

Consider symmetric steady state with zero net foreign asset positions and ψi = 0. The symmetry implies that
bilateral exchange rates between all countries are equal one, Eij = 1 and therefore, Pji = Di. Given the steady-
state elasticity of demand θ, the optimal markup is θ

θ−1 and hence, from the labor supply condition (A2), the
steady-state consumption is Ci = θ−1

θ . From market clearing conditions (A3) and (A4), the aggregate output and
employment are equal Yi = 1

1−φCi and Li = C1−φ
i .

A.1.3 Prices

For the applications below, it is su�cient to focus on the case when domestic �rms set prices in local currency
and invoicing is symmetric across countries. Let µP and µD be dummy variables that are equal one if exporters
choose respectively PCP and DCP and are zero otherwise. The bilateral price index (14) can then be written as

pji = (1− λ)p̃ji + λ
[
(µP + µD)ei − µP ej − µDe0

]
,
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where pii = (1− λ)p̃ii for domestic prices. Substitute the bilateral prices into the aggregate price index (13) and
integrate using the fact that

∫ 1
n eidi = 0:

pi = (1− γ)(1− λ)p̃ii + γ(1− λ)

∫ 1

0
p̃jidj + γλ

[
(µP + µD)ei − (nµP + µD)e0

]
.

Given that nominal wages are constant wi = 0, the desired price (11) is given by

p̃ji = (1− α)(φpj + eij) + αpi

and can be substituted into the previous expression to obtain[
1− (1− λ)

(
α+ (1− γ)(1− α)φ

)]
pi = γ(1− λ)(1− α)φ

∫ 1

0
pjdj + γ

[
(1− λ)(1− α) + λ(µP + µD)

]
ei

− γ
[
λ(nµP + µD) + (1− λ)(1− α)n

]
e0.

Integrate pi across countries into the global price index p ≡
∫ 1

0 pidi:[
1− (1− λ)

(
α+ (1− α)φ

)]
p = −γλ(1− n)µDe0.

Substitute p into the previous equation to solve for pi:

pi = χei − χ0e0, (A9)

where

χ =
γ[(1− λ)(1− α) + λ(µP + µD)]

1− (1− λ)(α+ (1− γ)(1− α)φ)
,

χ0 =
γ

1− (1− λ)(α+ (1− γ)(1− α)φ)

[
(1− λ)(1− α)n+ λ(nµP + µD) +

λ(1− λ)(1− α)γφµD(1− n)

1− (1− λ)(α+ (1− α)φ)

]
.

The optimal price (15) can then be expressed as

p̃ji + eki = ek − (1− α)(1− φχ)ej − α(1− χ)ei − (α+ (1− α)φ)χ0e0. (A10)

It is easy to verify that the aggregate pass-through coe�cients (A9) are positive and no greater than one, i.e.
0 ≤ χ, χ0 ≤ 1. It follows that the coe�cients before ej , ei and e0 are between 0 and 1 as well.

A.2 Proofs
Proof of Lemma 1 Suppress country indices and take the second-order approximation of the pro�t function
at price p around the state-dependent optimal price p̃ji:

Π(p) = Π(p̃ji) + Πp(p̃ji)(p− p̃ji) +
1

2
Πpp(p̃ji)(p− p̃ji)2 +O(p− p̃ji)3,

The �rst term on the right hand side does not depend on currency of invoicing. From the �rst-order condition for
optimal price, Πp (p̃ji) = 0. Finally, to the zero-order approximation, Πpp (p̃ji) = Π̄pp (¯̃pji) < 0, where Π̄pp (0)
denotes the derivative in the deterministic steady state and ¯̃pji is the corresponding optimal price. Therefore, to
the second-order approximation, the currency choice problem is equivalent to minimizing E (p− p̃ji)2. Note that
only the �rst-order approximation is required for p and p̃ji. In particular, the optimal preset price in currency k
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is p̄kji = E (p̃ji − eik), so that ex post price is p = p̄kji + eik. Substitute this expression into the objective function
to write the currency problem as

min
k

V (p̃ji + eki) , (A11)

which completes the proof of the lemma. �

Proof of Lemma 2 An equal increase in all exchange rates {ei} leaves the bilateral exchange rates unchanged
and hence, has no e�ect on desired prices p̃ji. It follows that p̃ji is homogeneous of degree zero in exchange rates
and that p̃ji−ei is homogeneous of degree one. Therefore, it is always possible to contract a basket of currencies
with the sum of currency weights equal one that perfectly replicates the desired price. The equilibrium prices then
coincide with the case of �exible prices, i.e. χ = γ

1−(1−γ)φ and χ0 = γn
1−(1−γ)φ . It follows from equation (A10) that

the share of dollars is (α+(1−α)φ)χ0 for trade �ows between non-U.S. economies, α(1−χ)+(α+(1−α)φ)χ0

for U.S. imports, and (1 − α)(1 − φχ) + (α + (1 − α)φ)χ0 for U.S. exports. Excluding within-U.S. trade from
international �ows, the weights of the corresponding �ows are (1−n)2

1−n2 , (1−n)n
1−n2 and (1−n)n

1−n2 . Integrate across all
�ows to get the share of DCP in international trade equal

(α+(1−α)φ)χ0+
[
α(1−χ)+(1−α)(1−φχ)

](1− n)n

1− n2
=

n

1 + n

[
1 +

γ(α+ (1− α)φ)

1− (1− γ)φ
n

]
≤ n

1 + n
(1+n) = n.

Note that the dollar share in trade would be exactly n if the �ows between U.S. islands i ∈ [0, n] were included
in international trade. �

Proof of Proposition 1 Consider for example the limit γ, α→ 1, so that χ→ µP +µD , χ0 → nµP +µD and
p̃ji + eki → ek − (1 − χ)ei − χ0e0. Conjecture that other �rms choose DCP, so that µD = 1 and p̃ji + eki →
ek− e0. It follows that the �rm �nds it optimal to choose k = 0 and the DCP equilibrium can be sustained in the
neighbourhood of γ = α = 1.

Note that both χ and χ0 are increasing in γ and φ. In addition, given χ and χ0, the coe�cient before ej in
equation (A10) is decreasing in φ, while the coe�cient before e0 is increasing in φ. It follows that higher γ and
φ decrease the weights of ej and ei and increase the weight of e0 in equation (A10), which makes PCP and LCP
less likely and raises the chances of DCP. Figure 2 shows that the e�ect of α can be not monotonic. �

Lemma A1 In the �exible-price limit λ → 0, the equilibrium exists and is generically unique. The invoicing is
symmetric across small countries.

Proof In the �exible-price limit λ → 0, the pass-through coe�cients from (A9) converge to χ → γ
1−(1−γ)φ

and χ0 → γn
1−(1−γ)φ and do not depend on invoicing decisions of �rms. The currency choice problem then has

a unique solution except for some borderline values of parameters. Finally, since coe�cients before exchange
rates are the same for exporters from all small economies and the volatility of exchange rates is also the same,
the equilibrium invoicing is symmetric across them. �

Proof of Lemma 4 When n = 0, the desired price of exporters is

p̃ji + eki = ek −
1− φ

1− (1− γ)φ

[
(1− α)ej + α(1− γ)ei

]
. (A12)

Since volatility of all exchange rates is the same when ρ = 1, the exporter chooses between producer and local
currency based on their weights in (A12): k = j when 1− α ≥ α(1− γ)⇔ α ≤ 1

2−γ and k = i otherwise. �
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Proof of Proposition 2 The desired price in the �exible-price limit with n > 0 is

p̃ji + eki = ek −
1− φ

1− (1− γ)φ

[
(1− α)ej + α(1− γ)ei

]
− γ(α+ (1− α)φ)

1− (1− γ)φ
ne0. (A13)

As long as n > 0, choosing k = 0 is optimal for example in the limit φ → 1. Moreover, keeping the values of
other parameters �xed, higher n increases the relative weight of e0 in the optimal price, and therefore makes
DCP more likely. �

Proof of Proposition 3 Rewrite expression (A10) as p̃ji+eki = ek−aej−bei−ce0. From Lemma 1, exporters
choose PCP, LCP or DCP depending on whether respectively a, b or ρ(c − 0.5) + 0.5 is greater. If n ≤ 0.5, it
follows that c− 0.5 ≥ 0 and hence, lower values of ρ unambiguously increase the chances of DCP. Note that in
the limit φ→ 1, we have a = b = 0 and under ρ < 1 DCP strictly dominates both PCP and LCP. �

Proof of Corollary 1 Adopt the following notation: two currency unions have masses n1 and n2 with n ≡
n1 + n2, the relative exchange rate volatility of pound is ρ ≡ σ2

1

σ2
1+σ2

2
, µki denotes the share of country i imports

invoiced in currency k (µ1
i + µ2

i = 1), and the aggregate price index in country i is pi = χi0ei − χi1e1 − χi2e2,
where i = 0 for a representative country from the RoW. Vehicle currency 1 dominates vehicle currency 2 for
exporter from j to i i�

(1− α)
cov (φpj + e1 − ej , e1 − e2)

var (e1 − e2)
+ α

cov (pi + e1 − ei, e1 − e2)

var (e1 − e2)
<

1

2
.

Applying this formula for each bilateral trade �ow, we get:

• RoW exports to RoW:

(α+ (1− α)φ)χ0
2 +

[
1−

(
χ0

1 + χ0
2

)
(α+ (1− α)φ)

]
ρ <

1

2
,

• RoW exports to currency unions:

(1− α)φχ0
2 + αχ1

2 +
[
(1− α)

(
1− φχ0

1 − φχ0
2

)
+ α

(
χ1

0 − χ1
1 − χ1

2

)]
ρ <

1

2
,

(1− α)φχ0
2 + α

(
1 + χ2

2 − χ2
0

)
+
[
(1− α)

(
1− φχ0

1 − φχ0
2

)
+ α

(
χ2

0 − χ2
1 − χ2

2

)]
ρ <

1

2
,

• Currency union exporting to RoW:

(1− α)φχ1
2 + αχ0

2 +
[
(1− α)φ

(
χ1

0 − χ1
1 − χ1

2

)
+ α

(
1− χ0

1 − χ0
2

)]
ρ <

1

2
,

(1− α)
(
1 + φχ2

2 − φχ2
0

)
+ αχ0

2 +
[
(1− α)φ

(
χ2

0 − χ2
1 − χ2

2

)
+ α

(
1− χ0

1 − χ0
2

)]
ρ <

1

2
,

• One currency union exporting to the other:

(1− α)φχ1
2 + α

(
1 + χ2

2 − χ2
0

)
+
[
(1− α)φ

(
χ1

0 − χ1
1 − χ1

2

)
+ α

(
χ2

0 − χ2
1 − χ2

2

)]
ρ <

1

2
,

(1− α)
(
1 + φχ2

2 − φχ2
0

)
+ αχ1

2 +
[
(1− α)φ

(
χ2

0 − χ2
1 − χ2

2

)
+ α

(
χ1

0 − χ1
1 − χ1

2

)]
ρ <

1

2
.

I next argue that the share of DCP is monotonically increasing along the transition path focusing separately
on two cases when the dynamics is driven by ρ and by n2. Parameter ρ is present only in the currency choice
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Figure A1: Transition

UK

US

RoW

block:

(1− α)

[
φχj2 +

(
1− φχj1 − φχ

j
2

)
ρ−

(
1− φχj0

) cov (ej , e1 − e2)

var (e1 − e2)

]
+α

[
χi2 +

(
1− χi1 − χi2

)
ρ−

(
1− χi0

) cov (ei, e1 − e2)

var (e1 − e2)

]
<

1

2
.

The derivative of each term with respect to ρ is clearly positive for all countries except for country 1, for which
it is proportional to χ1

0 − χ1
1 − χ1

2. This term, however, is non-negative as well:

γ(1− λ) (1− α) (1− n)

[
(1− λ) (1− α) (1− φ) + λ (1− γφ)

1− (1− λ) (α+ (1− α)φ)

]
.

Thus, as ρ goes up, all constraints become more binding and everything else equal, can only decrease the use of
the pound. Hence, µ1

i falls and µ2
i rises, which leaves χi0 una�ected, decreases χi1 and increases χi2. This tightens

the constraint for currency 1 even further in a monotonic way.
Consider next an increase in n2, assuming that n remains unchanged. Country sizes ni are present only in

price indices, but not directly in the currency choice inequalities. The second part of the proposition (proven
below) implies that the share of dollar denominated imports from RoW to the �rst country is not smaller than
the one to the second country. From the inequalities for the trade �ows between the currency unions we get
µ1

1 − µ1
2 ≥ n1 − n1 = 0. This inequality ensures that for a given currency choice, χi1 is monotonic in n1 and χi2

is monotonic in n2. This implies χi1 decreases and χi2 increases as n2 goes up. The currency choice inequalities
then tighten with n2. The argument from above shows that endogenous change in invoicing patterns ampli�es
the fall in the global share of the pound.

Consider next the order, in which the trade �ows change the currency of invoicing. Suppose n2 goes up
leaving n unchanged. First, note that price index for any country consists of three terms:

pi ∝ (1− λ)γ (1− α)φ

∫
pjdj + (1− λ)γ (1− α)

∫
(ei − ej) dj + λγ

[
ei − µ1

i e1 − µ2
i e2

]
The �rst term is the same for all countries, while the second one does not depend on currency of invoicing. The
last term, however, implies that in the initial equilibrium with all global trade denominated in currency 1, µ2

i is
positive only for i = 2. Therefore, χj2 is higher and χj1 is lower for country 2. Denote with T (x) the threshold
of n2/n1 or ρ when trade �ow x switches from the pound to the dollar and denote trade �ows as in Figure A1.
The currency choice inequalities from above imply then T (b) ≤ T (c), T (e) ≤ T (f) and T (a) ≤ T (c),
T (d) ≤ T (g). This in turn implies χ2

2 ≥ χj2 for any j, which con�rms that the previous inequalities hold and
the ordering of switches is correct. The symmetric argument can be made for country 1 with higher χj1 and lower
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χj2 implying T (c) ≤ T (f), T (b) ≤ T (e) and T (c) ≤ T (g), T (a) ≤ T (d). The comparative statics for ρ can
be made in the similar way: the derivative of the LHS of currency choice inequality with respect to ρ is the same
for all countries, so that only levels of χjk matter. �

A.3 Additional results
A.3.1 Multiple equilibria

De�nition 3 An equilibrium is symmetric if all exporters in the world use either PCP, LCP or the same vehicle
currency. The equilibrium is unstable if exogenous perturbation of currency choice of an arbitrarily small fraction of
exporters makes a positive mass of other �rms change their invoicing decisions.

Proposition A1 (Multiple equilibria) Assume that n = 0 and ρ = 1. Then

1. at least one symmetric equilibrium always exists,

2. if symmetric equilibrium is unique, then no other equilibria exist,

3. all non-pure-strategy equilibria are unstable.

The proof of Proposition A1 requires a few additional lemmas. When n = 0 and ρ = 1, the currency choice
of exporters is based on the following inequalities:

PCP � LCP ⇔ (1− α)φχ+ α (2− χ) < 1, (A14a)
PCP � DCP ⇔ (1− α)φ (χ+ χ0) + α (1 + χ0) < 1, (A14b)
DCP � LCP ⇔ (1− α) (1− φχ0) + α [2− (χ+ χ0)] < 1. (A14c)

where � stays for “prefered to”. I use χX and χX0 to denote the values of the corresponding pass-through coef-
�cients in (A9) under symmetric invoicing X.

Lemma A2 If DCP is prefered to PCP (LCP) under PCP (LCP) price index, then this ordering holds under DCP price
index as well. Symmetrically, if PCP (LCP) dominates DCP under DCP price index, then this ordering holds under
PCP (LCP) price index as well.

Proof Since condition (A14b) gets tighter with χ and χ0, and χP = χD , χP0 < χD0 , the relationDCP � PCP
under χP and χP0 implies the same ordering under χD and χD0 . Since condition (A14c) is relaxed by higher χ
and χ0 and χL < χD , χL0 < χD0 , the relation DCP � LCP for χL and χL0 implies the same ordering for χD
and χL0 . �

Lemma A3 It is impossible that for given parameter values, an exporter (i) chooses PCP when all others choose LCP,
and (ii) chooses LCP when all others choose PCP.

Proof Suppose that was the case. Then from (A14a) 1−φχP
2−χP (1+φ)

< α < 1−φχL
2−χL(1+φ)

. But this requires χL > χP ,
which can not be the case. �

Lemma A4 Consider a pure-strategy NEwith a choice only between PCP and LCP. If the symmetric LCP equilibrium
does not exist, the only possible pure-strategy NE is the symmetric PCP.
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Proof Pure-strategy equilibria can be parametrized by cdf F (·) for µPi ∈ [0, 1] across countries. PCP is chosen
by exporter from country j to country i i�

(1− α)φχj + α (2− χi) < 1 ⇒ µj < a+ bµi

for some positive constants a and b. Integrating across importers, we then derive the equilibrium condition:
µi =

∫
j

I {µj < a+ bµi} dj, or equivalently

1∫
0

I {z < a+ bx} dF (z) = F (a+ bx) = x

for any x with positive density. Suppose next that symmetric LCP equilibrium does not exist, i.e. F (a) = 0
is unattainable. This is possible only if a > 1. But then for any x > 0 with positive density we have x =
F (a+ bx) ≥ F (a) = 1, i.e. symmetric PCP is the only PSE. �

Proof of Proposition A1 (1) Suppose there are no symmetric equilibria for some combination of parameters.
Note that since χP = χD , it follows from (A14a) that the preferences between PCP and LCP should be the same
under PCP and DCP price indices. First, suppose that PCP � LCP under DCP and PCP. Since there is no PCP
equilibrium, we must have DCP � PCP under PCP price index. But by Lemma A2, we have DCP � PCP
under DCP price index as well and hence, DCP equilibrium exists. Second, suppose that LCP � PCP under
DCP and PCP. Then from Lemma A3, we have LCP � PCP under LCP price index. Non-existence of LCP
equilibrium requires thenDCP � LCP under LCP price index. By Lemma A2, DCP � LCP under DCP price
index as well and hence, we obtain DCP equilibrium. In both cases we arrive to contradiction.

(2) First, suppose that DCP is a unique symmetric equilibrium. Then DCP � LCP under LCP and DCP �
PCP under PCP price index. Since χi and χi0 can get only higher as one deviates from symmetric LCP, constraint
(A14c) implies that DCP dominates LCP in any PSNE. But then χi stays the same and χi0 can only increase relative
to symmetric PCP and constraint (A14b) implies that DCP dominates PCP in any PSNE as well. Second, suppose
that LCP is a unique symmetric equilibrium. Since χi and χi0 can only get lower as one deviates from symmetric
DCP, constraint (A14c) implies that LCP dominates DCP in any PSE as well. The existence of symmetric LCP
requires according to constraint (A14a) that α > 1−φχL

2−χL(1+φ)
> 1

2 . This implies α > (1− α)φ, so that constraint
(A14a) relaxes as χi decreases. Therefore, there can be no PSNE with PCP. Finally, suppose that PCP is a unique
symmetric NE. Since χi and χi0 can get only lower than under symmetric DCP, constraint (A14b) implies that
DCP is dominated by PCP in PSNE. According to Lemma A4, there can be no PSE with positive measure of LCP.

(3) Suppose there is market i, in which a positive mass of importers are indi�erent between PCP and DCP and
play mixed strategies. Take an arbitrary small share of �rms pricing in the producer currency and exogenously
switch their invoicing into dollars. The coe�cient χi does not change, while χi0 increases. Condition (A14b)
implies that the �rms that were indi�erent now strictly prefer DCP, while condition (A14c) implies that the share
of LCP can only fall. Since �rms (endogenously) switch to dollar in response to the perturbation, the initial
equilibrium is not stable. Note there are no indirect e�ects coming from other markets: as country i is in�nitely
small, the changes in invoicing of its imports or exports has no impact on other countries. A symmetric argument
applies for other types of mixed equilibria. �

A.3.2 Domestic dollarization

In contrast to the assumption of the baseline model, it is not uncommon for local �rms in developing countries to
set prices in dollars (see e.g. Drenik and Perez 2021). I therefore extend the model allowing domestic producers
to choose optimally the currency of invoicing and de�ne the global currency pricing (GCP) equilibrium, in which
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Figure A2: The optimal invoicing of domestic �rms

(a) Flexible price limit (b) Sticky prices

Note: �gure (a) shows equilibria in the �exible price limit λ→ 0 and ρ = 0.5, while �gure (b) shows symmetric equilibria
under sticky prices λ = 0.5 and ρ = 1. The grey area is the region of the global currency pricing (GCP) equilibrium with
all �rms including domestic ones using the dollar for invoicing. Other parameters: φ = 0.5, n = 0.

all �rms in the world (including domestic ones) use dollars for invoicing. In contrast, in DCP equilibrium only
exporters price in dollars, while domestic �rms use local currency.

Proposition A2 Assume that domestic �rms optimally choose the currency of invoicing. Then

1. in the �exible price limit λ→ 0, the region of GCP is the subset of DCP and is increasing in γ, φ, α, n and is
decreasing in ρ if n ≤ 1/2,

2. in the limit of fully rigid prices λ→ 1, the region of DCP is a subset of GCP.

Proof Note that PCP, LCP and DCP coincide for U.S. local �rms. Therefore, it is su�cient to focus on the
decisions of domestic �rms in non-U.S. economies. In the �exible price limit, the currency of invoicing of both
exporters and domestic �rms has no e�ect on equilibrium prices and the optimal currency choice is determined
by equation (A13), where i = j for domestic �rms. It follows immediately that if local �rms choose DCP, then
so do the exporters. Moreover, domestic �rms prefer dollar pricing i�[

1− 2γ(α+ (1− α)φ)

1− (1− γ)φ
n

]
ρ < 1− 2(1− φ)(1− γα)

1− (1− γ)φ
.

This inequality is more likely to be satis�ed when n, γ, α, and φ are high, and if n ≤ 0.5, when ρ is low.
Consider next the case of fully sticky prices. Assume that all exporters set dollar prices and denote with µDD

a dummy that is equal one if domestic �rms use DCP. It follows that pi = [γ + (1− γ)µDD](ei − e0) and hence,
adoption of DCP by local �rms lowers the weight of PCP and LCP and raises the weight of DCP in the desired
price of exporters (A10), making it easier to sustain the DCP equilibrium. �

To see the intuition, consider �rst the �exible-price limit when equilibrium prices are independent from �rms’
invoicing decisions (Figure A2a). Because producer and local currencies coincide for domestic �rms, their total
weight in the optimal price is higher than the share of producer currency or local currency for exporters. As
a result, domestic �rms are less likely to use dollar invoicing and the GCP equilibrium is a subset of the DCP
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equilibrium. On the other hand, when prices are fully sticky and strategic complementarities in currency choice
are strong, it is easier to support the equilibrium where all �rms invoice in dollars than the equilibrium where
only exporters use dollars and domestic �rms set prices in local currency (Figure A2b). Thus, the model predicts
that while domestic �rms might be less likely to switch to dollar invoicing than exporters, once they do so — e.g.
because of the unstable monetary policy discussed above — the DCP equilibrium can be sustained more easily
and can persist even after fundamental factors turn against the dollar.

B Quantitative analysis

B.1 Full model
Consider an in�nite horizon model with discrete time. There are N economies, S sectors (industries), and K
currencies. I use subscripts j and i to denote respectively the countries of origin and destination and superscripts
r and s for the sectors of origin and destination. Index k is reserved for currency of invoicing. Firms are free to
set di�erent prices across markets with the latter de�ned by type of good (industry of production) r and country
of destination i.

General equilibrium block in each country i is described by households maximizing expected utility

E
∞∑
t=0

βt
(

logCit − Lit
)

subject to the budget constraint

PitCit + e−ψitEi0t
(
Et [Qt+1Bit+1]−Bit

)
= WitLit + Πit − Tit + Ωit,

whereTit includes �xed costs of currency adjustment. As before, the optimal risk sharing under complete markets
and log-linear preferences implies

Ei0t =
eψitPitCit
eψ0tP0tC0t

=
eψitWit

eψ0tW0t
.

Without loss of generality, the bilateral exchange rates can be decomposed into country-speci�c series given by
Eit = eψitWit. I assume that the monetary authorities make nominal demand and nominal wages grow at a
constant rate µi, while the �nancial shocks are a martingale ∆ψit = εit with innovations potentially correlated
across economies εt ∼ i.i.d.(0,Σ). Therefore, nominal exchange rates follow a random walk process with a drift
µ and covariance matrix Σ across countries: ∆et ∼ i.i.d.(µ,Σ).

Production of a representative �rm in sector s of country i is described by a Cobb-Douglas technology that
combines labor and intermediates from sectors r = 1, ..S:

Y s
it = Asit

(
Lsit
φLsi

)φLsi S∏
r=1

(
Xrs
it

φrsi

)φrsi
, φLsi +

S∑
r=1

φrsi = 1,

where Xrs
it is the amount of good r used in production of sector s in country i in period t. The sum of input

shares is equal to one ensuring a constant returns to scale. It follows that the marginal costs of production are

MCsit =
1

Asit

(
Wit

)φLsi S∏
r=1

(
P rit

)φrsi
.
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Similar to production function, the �nal consumption bundle is a Cobb-Douglas aggregator of di�erent goods:

Cit =

S∏
r=1

(
XrC
it

φrCi

)φrCi
,

S∑
r=1

φrCi = 1.

The individual products within each market are combined via the Kimball aggregator:

N∑
j=1

γrji

∫ 1

0
Υ

(
Y r
jit(ω)

γrjiX
r
it

)
dω = 1,

N∑
j=1

γrji = 1,

where Y r
jit(ω) are the quantities sold by �rm ω from country j and sector r in country i in period t and γrji are

demand shifters, which determine the steady-state trade �ows across countries and sectors. As before, for each
market, the aggregate price index P rit is implicitly de�ned by the system of equations:

N∑
j=1

γrji

∫ 1

0
Υ

(
h

(
Dr
itP

r
jit (ω)

P rit

))
dω = 1 and

N∑
j=1

γrji

∫ 1

0
h

(
Dr
itP

r
jit (ω)

P rit

)
P rjit (ω)

P rit
dω = 1.

The market clearing condition can then be written as

Y r
jt =

N∑
i=1

∫ 1

0
Y r
jit(ω)dω =

N∑
i=1

∫ 1

0
h

(
Dr
itP

r
jit (ω)

P rit

)
dω

(
N∑
s=1

Xrs
it +XrC

it

)
,

where the last bracket is the sum of intermediate demand and �nal demand for good r in country i given by

Xrs
it =

φrsi MCsitY
s
it

P rit
and XrC

it =
φrCi PitCit

P rit
.

Currency choice and proof of Proposition 4 I solve for the optimal currency choice under the Calvo friction
taking the approximation around the steady-state with non-zero in�ation and �exible prices.1 Firms choose the
currency of invoicing before the realization of shocks and are free to adjust the price in that currency subject to
the Calvo friction. As before, to the second order of approximation, a �rm chooses the currency of invoicing to
minimize expected deviations of the preset price p̄rji(k) from the state-dependent desired price p̃rjit + ekit:

min
k

E
∞∑
t=0

(βλr)t
(
p̃rjit + ekit − p̄rji(k)

)2
,

where the time subscript t = 0 of the reset price is suppressed for brevity. Dropping the terms that are invariant
to the currency k, the problem can be rewritten as

max
k

E
∞∑
t=0

(βλr)t
{
−2
(
p̃rjit − eit

)
ekt + 2

(
p̃rjit − eit

)
p̄rji(k)−

(
p̄rji(k)− ekt

)2}
. (A15)

Consider separately each term of this expression and focus on expectations conditional on information in
period t = 0. Using the stationarity properties of the model, which imply that E0

(
p̃rjiτ+t − eiτ+t

)
∆ekτ is

1While this approach is less accurate than the approximation around the steady-state with Calvo price adjustment (see
e.g. Ascari and Sbordone 2014), it is much more tractable and has similar quantitative implications for low values of in�ation.
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independent of τ , the �rst term can be expressed as

E0

∞∑
t=0

(βλr)t
(
p̃rjit − eit

)
ekt = E0

∞∑
t=0

(βλr)t
(
p̃rjit − eit

) t∑
τ=0

∆ekτ = E0

∞∑
τ=0

∞∑
t=τ

(βλr)t
(
p̃rjit − eit

)
∆ekτ

=
∞∑
τ=0

(βλr)τ
∞∑
t=0

(βλr)t E0

(
p̃rjiτ+t − eiτ+t

)
∆ekτ =

1

1− βλr
∞∑
t=0

(βλr)t E0

(
p̃rjit − eit

)
∆ek0.

For the second term of (A15), note that the optimal reset price is equal to a discounted sum of expected desired
prices expressed in currency of invoicing k:

p̄rji(k) = (1− βλr)E0

∞∑
t=0

(βλr)t
(
p̃rjit + ekit

)
= (1− βλr)E0

∞∑
t=0

(βλr)t
(
p̃rjit − eit

)
+ ek0 +

βλr

1− βλr
µk,

where the second equality uses the fact that
∑∞

t=0 x
tt = x

(∑∞
t=0 x

t
)′
x

= x
(1−x)2

. It follows that

p̄rji(k)E0

∞∑
t=0

(βλr)t
(
p̃rjit − eit

)
= p̄rji(k)

[
p̄rji(k)

1− βλr
−
∞∑
t=0

(βλr)t (ek0 + tµk)

]

=
1

1− βλr
(
p̄rji(k)

)2 − βλr

(1− βλr)2µkp̄
r
ji(k)− 1

1− βλr
p̄rji(k)ek0.

Finally, the last term is equal

E0

∞∑
t=0

(βλr)t
(
p̄rji(k)− ekt

)2
= E0

∞∑
t=0

(βλr)t
[ (
p̄rji(k)− µkt− ek0

)2−2
(
p̄rji(k)− µkt− ek0

)
(ekt − µkt− ek0)

+ (ekt − µkt− ek0)2

]
=

1

1− βλr
(
p̄rji(k)− ek0

)2
+
[
σ2
k + 2µkek0 − 2µkp̄

r
ji(k)

] βλr

(1− βλr)2 +
βλr (1 + βλr)

(1− βλr)3 µ2
k,

where the last equality follows from
∑∞

t=0 x
tt2 = x

[
x
(∑∞

t=0 x
t
)′
x

]′
x

= x
[

x
(1−x)2

]′
x

= (1+x)x

(1−x)3
.

Combine all three pieces of (A15) together, use the optimal reset price and simplify to obtain

E0

∞∑
t=0

(βλr)t
{
−2
(
p̃rjit − eit

)
ekt + 2

(
p̃rjit − eit

)
p̄rji(k)−

(
p̄rji(k)− ekt

)2}
= (1− βλr)

[
E0

∞∑
t=0

(βλr)t
(
p̃rjit − eit

)]2

− βλr

(1− βλr)2

[
2 (1− βλr)

∞∑
t=0

(βλr)t E0

(
p̃rjit − eit

)
(∆ek0 − µk) + σ2

k

]
− βλr

(1− βλr)3µ
2
k.

Apply the ex-ante expectation operator E(·) and use the law of iterated expectation. The �rst term is invariant
to currency of invoicing and can be dropped. Rescaling the remaining terms, one gets the expression from
Proposition 4.

Price indices in local and foreign markets determine the pass-through of exchange rates into desired prices
and hence, the currency choice of exporters. As Proposition 4 makes clear, the main di�erence of the Calvo
model from the baseline static setup is that the currency choice is shaped not only by the contemporaneous pass-
through, but also by the lagged ones, i.e. by the reaction of p̃rjit to innovations ek0. I next derive the system of
dynamic equations that characterizes the impulse responses of aggregate prices to exchange rate shocks. To this
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end, rewrite the optimal reset price in a recursive form

p̄rjit (k) = (1− βλr)
(
p̃rjit + ekit

)
+ βλrEtp̄rjit+1(k)

and combine it with the price index law of motion under the Calvo friction

prjit (k) = (1− λr) p̄rjit (k) + λrprjit−1 (k)

to obtain the NKPC for bilateral trade �ows:

[1 + β + κr] prjit (k) = prjit−1 (k) + κr
(
p̃rjit + ekit

)
+ βEtprjit+1 (k) , κr ≡ (1− βλr) (1− λr)

λr
.

Convert prices into the currency of destination and aggregate into the market-level price index:

[1 + β + κr] prit = prit−1 +βEtprit+1 +κr
N∑
j=1

γrjip̃
r
jit+

N∑
j=1

K∑
k=1

γrjiπ
r
ji (k)4eikt−βEt

N∑
j=1

K∑
k=1

γrjiπ
r
ji (k)4eikt+1,

where πrji(k) is the share of currency k in imports of country i from sector r of country j. Combine this expression
with the desired price

p̃rjit = (1− αr)

(
S∑

r′=1

φr
′r
j pr

′
jt +

(
1− φrj

)
wjt + eijt

)
+ αrprit (A16)

to get

[1 + β + κr (1− αr)] prit = prit−1 + βEtprit+1 − βEt
N∑
j=1

K∑
k=1

γrjiπ
r
ji (k) ∆eikt+1

+
N∑
j=1

K∑
k=1

γrjiπ
r
ji (k) ∆eikt + (1− αr)κr

N∑
j=1

γrji

(
S∑

r′=1

φr
′r
j pr

′
jt +

(
1− φrj

)
wjt + eijt

)
.

Finally, rewrite the system in terms of deviations from the trend in�ation p̂rit ≡ prit − wit and êit ≡ eit − wit:

[1 + β + κr (1− αr)]p̂rit − p̂rit−1 − βEtp̂rit+1 − (1− αr)κr
N∑
j=1

γrji

S∑
r′=1

φr
′r
j p̂r

′
jt

= (1− αr)κr
êit − N∑

j=1

γrjiêjt

+

∆êit −
N∑
j=1

K∑
k=1

γrjiπ
r
ji (k) ∆êkt

− (1− β)
N∑
j=1

K∑
k=1

γrjiπ
r
ji (k)µk.

(A17)

Intuitively, the �rst three terms on left-hand side are the standard terms of the NKPC representing a sluggish price
adjustment. The fourth term is due to the fact that the optimal reset price depends through input-output linkages
and pricing-to-market on prices set by other �rms. The levels of exchange rates on the right-hand side of the
equation convert �rms’ marginal costs into local currency, while the �rst di�erences of exchange rates represent
the automatic change in prices that remain sticky in foreign currency. Finally, the last term is a standard source
of monetary non-neutrality in models with the New-Keynesian Phillips curve (see e.g. Mankiw and Reis 2002),
which is, however, quantitatively small under standard calibration with β ≈ 1 and therefore, can be ignored
when solving for the currency choice.

The second-order system of linear dynamic equations (A17) can then be solved using the Blanchard-Kahn
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method to express current prices in terms of lagged values, exchange rates and innovations to exchange rates:

p̂t = M1p̂t−1 +M2êt +M3∆êt.

Although straightforward to implement, this step can only be done numerically. To compute the su�cient statis-
tic for currency choice, denote with Λ a NS ×NS matrix with βλr on the main diagonal and zero o�-diagonal
elements. The discounted sum of the pass-through coe�cients (in matrix form) can be calculated as follows:

(I − Λ)
∞∑
t=0

ΛtEp̂t∆êT0 = (I − Λ)
∞∑
t=0

ΛtE
t∑

j=0

M j
1

(
M2êt−j +M3∆êt−j

)
∆êT0

= (I − Λ)
∞∑
t=0

Λt

 t∑
j=0

M j
1M2 +M t

1M3

Σ = (I − Λ)
∞∑
t=0

Λt
[
(I −M1)−1(I −M t+1

1 )M2 +M t
1M3

]
Σ,

= (I −M1)−1M2Σ− (I − Λ)

[ ∞∑
t=0

Λt(I −M1)−1M t
1

]
M1M2Σ + (I − Λ)

[ ∞∑
t=0

ΛtM t
1

]
M3Σ, (A18)

where I is an identity matrix. Note that the in�nite sums can be expressed as solutions to the Sylvester equation:

X ≡
∞∑
t=0

ΛtM t
1 = I + ΛXM1 ⇒ Λ−1X −XM1 = Λ−1,

Y ≡
∞∑
t=0

Λt(I −M1)−1M t
1 = (I −M1)−1 + ΛYM1 ⇒ Λ−1Y − YM1 = Λ−1(I −M1)−1.

Numerical algorithm to solve the model includes the following steps:

1. Make initial guess about invoicing shares πrji(k) for each bilateral trade �ow jir and currency k.

2. Solve the system of dynamic equations (A17) using the Blanchard-Kahn method:

(a) rewrite the equations in a matrix form as a �rst-order dynamic system,
(b) factorize the matrix on the left-hand side by �nding its eigenvalues and eigenvectors,
(c) �nd the cointegration relationship and solve for M1,M2 and M3.

3. Compute discounted sum of pass-through coe�cients into aggregate prices using (A18).

4. Calculate discounted sum of pass-through into bilateral desired prices (A16) and the su�cient statistic for
currency choice from Proposition 4.

5. Solve for the optimal currency choice making sure that

(a) domestic �ows are in local currency,
(b) �rms can only choose among selected vehicle currencies,
(c) �rms change invoicing only if bene�ts are higher than �xed costs.

6. Update πrji(k) and iterate until convergence.

Computationally, the most costly step in this algorithm is factorizing system (A17), which involves �ndingN×S
eigenvalues. Fortunately, there is no need to do this at every iteration of the algorithm because the left-hand side
of system (A17) is independent of �rms’ currency choice. As a result, one can compute matrices M1 and M2 and
most covariance terms in (A18) just one time before searching for the �xed point.
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B.2 Data and calibration
B.2.1 Trade �ows

There are three main sources of global input-output tables that have been extensively used in the previous lit-
erature: world input-output database (WIOD), OECD inter-country input-output (ICIO) tables, and the Eora
multi-region input-output (MRIO) table. While any of these datasets can be used to calibrate the model, I adopt
the trade �ows from the ICIO tables in the quantitative analysis. The database covers all bilateral �ows between
65 economies (including all OECD, European Union, and most East Asian countries plus the RoW) and 35 two-
digit ISIC industries. According to the IMF database of bilateral trade �ows in 2015, about 80% of international
trade is accounted for by �ows between ICIO countries (excluding the RoW), 18% are the �ows between ICIO
countries and the RoW, and only 2% are the �ows between the RoW countries. Out of 21 datasets available from
1995–2015, I use three input-output tables for 1995, 2005 and 2015.

The raw data is adjusted in several ways. First, the tables split both China and Mexico into two economies,
which roughly corresponds to services and commodities plus manufacturing. I aggregate these �ows to the same
sectorial level as the one used for other economies. Second, I drop Kazakhstan and Brunei from the sample and
include their trade �ows in the RoW. The former economy appears as a separate entity only after 2005, while
Brunei is the smallest economy in the sample with no data on invoicing and a �xed exchange rate to Singapore.
Third, I drop sector “private households with employed persons”, which uses no intermediates and produces
goods exclusively for local �nal consumption. Finally, because of changes in industry classi�cation, the sector
codes for 1995 are from ISIC rev.3, while the codes for 2005 and 2015 are from ISIC rev.4. To mitigate di�erences
in industry classi�cations across years, I aggregate all mining sectors into one sector in tables that use ISIC rev.4
and combine “renting of machinery and equipment” with “R&D and other business activities” in tables with ISIC
rev.3. In sum, there are N = 63 countries and S = 32 industries left (see Tables A1 and A2 for the full list).

Additional adjustment of trade �ows is required because the market is de�ned by exporting sector r and
country of destination i, while in the data there is also variation across importing sectors s. Therefore, I aggregate
all trade �ows from country j and sector r to country i across sectors s and compute the corresponding trade
shares of exporters from j in market ir. Similarly, I compute the country-sector is cost shares on intermediates
from each sector r. Multiplying these two matrices of trade shares and input shares, I get the adjusted input-
output table that is used for the rest of the analysis. Note that by construction, the new matrix perfectly matches
the original cross-country trade �ows and sectoral input shares, but is di�erent in terms of sector-to-sector
�ows. While there are substantial di�erences in some individual trade shares γrsji relative to the original table,
the aggregate statistics, such as sectoral import intensities, barely change. At the same time, the aggregation
brings down the number of markets and price indices from N × S2 = 64, 512 to N × S = 2, 016 signi�cantly
reducing the computational burden of the model.

Finally, to capture the fact that there are global markets for many commodities with prices highly correlated
across economies, I also adjust the international trade �ows of commodities in such a way that countries’ market
shares are the same across all destinations. Thus, while the exports and imports of commodities remain the same
as in the original input-output table, there is signi�cant change in bilateral �ows. As a result, the model has only
two markets for commodities corresponding to agriculture and mining.

B.2.2 Exchange rates

The covariance matrix of exchange rates is computed using monthly series of bilateral exchange rates from the
IMF IFS database. I use monthly averages, which are more robust to outliers and mistakes than the end-of-period
values, and focus on log changes in exchange rates. The sample period is 1980–2015, although the series starts
later for some economies (e.g. post-soviet countries). All members of the Eurozone are assumed to be on hard peg
to the euro, while Saudi Arabia and Hong Kong are assumed to have a permanent peg to the dollar given almost
no variation in their exchange rates against the U.S. Table A2 summarizes which European countries adopted the
euro in each subperiod.
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Since there is no readily available exchange rate for the RoW, some extrapolations are required to compute
its covariances with the exchange rates of other economies. Taking the cross-country averages does not solve
the issue as it eliminates the idiosyncratic component and results in highly unrealistic moments. Using more
complicated transformations, on the other hand, can result in a covariance matrix that is not positive-semide�nite.
Therefore, I take a di�erent route and assume instead that the RoW pegs its nominal exchange rate to a bundle of
dollars and euros. Indeed, according to the classi�cation of Ilzetzki, Reinhart, and Rogo� (2019) for 124 countries
not included in ICIO table from 1995–2015, about 50% of economies have a �xed exchange rate, 47% implement
a “crawling peg” or a “managed �oat”, and only 0.3% allow for a free �oating exchange rate with the remaining
currencies freely falling. I use the trade-weighted share of countries with the dollar as an anchor currency equal
to 95.4% to calibrate the share of the dollar in the bundle targeted by the RoW.

B.2.3 Other parameters

Markups would be irrelevant if the data included labor costs in addition to the spendings on intermediate
goods. Instead, the ICIO table reports only the total value added of a sector, which is the sum of labor costs
and pro�ts. To make the necessary adjustment, I use the markup estimates based on �rms’ accounting pro�ts
for U.S. publicly listed �rms in Compustat from Baqaee and Farhi (2020). Using constructed mapping between
NAICS codes and ICIO classi�cation, I aggregate �rm-level estimates into sector-level markups via sales-weighted
harmonic average and take a simple average across years from 1995–2015. The resulting markups are positive
for all sectors and are close to the alternative measures based on user costs. Given the limitations of the data, I
extrapolate these estimates to all countries and periods. The sectoral labor costs are calculated as the di�erence
between value added and pro�ts with the latter inferred from total revenues and average markups. Applying
this procedure to the ICIO table of 2015, one gets negative labor expenses for 1.8% country-sector pairs, which
account for about 0.7% of global GDP and are mostly concentrated in the petroleum industry. The labor inputs
are truncated at zero in this case, which implicitly implies negative pro�ts in these country-sector pairs. Relative
to the case with no markup adjustment, the sales-weighted average labor share in world production falls from
48% to 39%, while the labor share in manufacturing falls from 29% to 20%.

Price complementarities are calibrated using the recent estimates (for manufacturing industries) from Amiti,
Itskhoki, and Konings (2019). I focus on the estimates for large �rms, which account for most of international
trade, and assume the same value of αr = 0.5 for all manufacturing and service sectors consistent with the fact
that there are no systematic di�erences between di�erentiated versus homogeneous industries in the data. At the
same time, I use a much higher value of αr = 0.99 for commodities in order to capture the price-taking behavior
of �rms in these sectors.

Price stickiness is known to exhibit large variation across sectors. The Calvo parameter λr is calibrated
based on the median frequency of price adjustment (including product substitution and sales) from Nakamura
and Steinsson (2008). I use the subcategories of PPI from Table 6 for commodities and manufacturing and the
subcategories of CPI from Table 2 for services, interpreting “farm products” as agriculture, “crude materials” as
mining, “fuel and related products” as petroleum, “miscellaneous products” as other manufacturing, “transporta-
tion equipment” as motor vehicles and other transportation equipment, “furniture and household durables” as
computers and electronics. The obtained values for the U.S. are then used for all economies. While this is likely
to provide a poor approximation to more in�ationary economies, which have a higher frequency of price ad-
justment (Alvarez, Beraja, Gonzalez-Rozada, and Neumeyer 2019), this fact does not alter the key trade-o� for
currency choice: it is more costly to set prices in currencies that quickly lose their value independently whether
prices are adjusted infrequently, resulting in suboptimal markups, or whether prices are adjusted frequently with
�rms paying higher menu costs.
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Fixed costs of currency change are calibrated as follows. The second-order approximation of �rm’s pro�ts is

∞∑
t=0

(βλr)tΠr
jit =

Π

1− βλr
− Πpp

2

∞∑
t=0

(βλr)t
(
p̃rjit + ekit − p̄rji(k)

)2
,

where suppressing market indices, Π is the steady-state value of pro�ts and Πpp is its second derivative:

Π = (ep −MC)h(p), Πpp = −(θ − 1)eph(p),

where h(p) is demand function, R = eph(p) are total revenues of an exporter in a given market, and the last
expression uses the optimal price-setting condition. Thus, to be compared to the �rm’s pro�ts from Proposi-
tion 4, the menu costs f r have to be rescaled as follows: τ r = 2

θr−1
(1−βλr)2
βλr

fr

Rr . Nakamura and Steinsson (2010),
Golosov and Lucas (2007), Levy, Bergen, Dutta, and Venable (1997) report that the share of menu costs in rev-
enues computed as (1−λr)fr

Rr is approximately equal to 0.3−0.7% for sectors with sticky prices. Combining these
estimates with λr and θr from Table A1, we get τ r = 0.3 − 2 · 10−4. For simplicity, I use the same value of τ r
for all sectors: although the menu costs clearly vary with the probability of price adjustment, expression (17) is
scaled in such a way that it is invariant to price stickiness λr to the �rst-order.

In�ation rate matters for currency choice in the model because it generates a positive trend in both nominal
wages and exchange rates. On the one hand, inferring this common trend from exchange rates is complicated:
the series are highly volatile and are also too short for post-Soviet states in 1995. On the other hand, the data
on wage in�ation is scarce, while the measures based on CPI in�ation su�er from the reverse causality as non-
monetary shocks driving exchange rates pass through into import prices with no direct a�ect on the labor costs
of local producers. At the same time, there is high correlation between these two potential measures of nominal
trends in the data. Acknowledging these limitations, I calibrate µi using harmonic averages of CPI in�ation and
exchange rate depreciation in each country in a given period. This ensures that countries with hyperin�ation, but
noisy measures of exchange rate trends have high µi, and that countries with prices and exchange rates moving
in opposite directions have µi close to zero (see Table A2). The three periods used in calibration are 1981–1995,
1991–2005, and 2001–2015. When calculating in�ation for countries with a common currency (USD or EUR), I
take a GDP-weighted average across economies. The value of in�ation in the RoW is irrelevant because it does
not have its own currency.

B.2.4 Currency of invoicing

The main source of information regarding currency use in international trade is the recent dataset compiled by
the IMF, which provides annual shares of exports and imports invoiced in dollars, euros, and home currencies for
more than 100 economies over the period from 1990–2020 (Georgiadis, Le Mezo, Mehl, Casas, Boz, Nguyen, and
Gopinath 2020). The panel is not balanced with the coverage relatively sparse for the 1990s and more comprehen-
sive for the 2000s and 2010s. Given these limitations, I adopt the following approach to calculate invoicing shares
that maximizes the coverage of countries from the ICIO tables. For each economy in my sample, I �rst estimate
the three-year averages for the periods of 1994-96, 2004-06, and 2014-16. For countries with no invoicing data
for these years, I use a larger window of �ve years, i.e. the averages over 1992-98, 2002-08, and 2012-18.2 I drop
observations for Malaysia before the 2010s because most of invoicing is not classi�ed. This procedure allows me
to get invoicing shares for about 18% of global trade in the 1990s, 62% in the 2000s and 63% in the 2010s with
the main limitation being the absence of data for China.

Aside from the aggregation issues, one important source of measurement error is the fact that while most of
the numbers represent the currency of invoicing, a few countries (Cambodia, Malaysia, South Korea, Bulgaria,

2Note that the sum of invoicing shares might be greater than one in the case when the data on di�erent currencies is
available for di�erent years, although this happens in only two cases in the sample.
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Italy, Russia, Brazil) report, at least for some years, the currency of settlements instead. Although the data sug-
gests that exporters use predominantly the same currency for pricing and payments (Friberg and Wilander 2008),
the empirical evidence is scarce. More importantly, the invoicing data is usually collected by customs authorities
and covers mostly merchandise trade, while the settlement data comes from central banks and includes payments
for both goods and services. I compare empirical numbers to the model-implied invoicing shares for commodities
and manufacturing, excluding services, which can result in discrepancies for the countries mentioned above.

To analyze the bilateral and sectoral invoicing I use data from Switzerland in 2015, which was generously
shared with me by Philip Saure (Bonadio, Fischer, and Sauré 2020). The dataset includes the value of imports and
exports invoiced in Swiss francs, euros, and dollars at the trade partner-product level. To match this data with the
classi�cation of the sectoral trade �ows, I map HS 2-digit codes to ISIC rev.3 sector codes. For duplicates, I keep
the ISIC sector code that is most frequently matched to the HS commodity. Given the coverage of the dataset,
only manufacturing sectors are used. For consistency, I compute the currency shares at the trade partner-sector
level and then aggregate to the country or sector level using the weights from the ISIC table. The trade shares
are somewhat di�erent in the dataset with invoicing, but the results are robust to using di�erent weights.

B.3 Counterfactuals
B.3.1 Counterfactual trade �ows

Following the previous international macro literature, the baseline model abstracts from the fundamentals that
determine the size of the economies and the bilateral trade �ows between them. Instead, the steady-state �ows
are fully determined by exogenous demand shifters γrji, which are calibrated to match exactly the world input-
output table. However, once we are interested in the future of the international price system, these trade shares
can no longer be taken as primitives and one needs to forecast future trade �ows. For this counterfactual, I
follow a standard approach in international trade and use a multisector gravity model, in which country-sector
productivities, capital imbalances, and iceberg trade costs are the primitives that determine the equilibrium �ows
between economies (see Eaton and Kortum 2002, Caliendo and Parro 2015, Allen, Arkolakis, and Takahashi 2020).
For consistency, the standard gravity model is extended to allow for pricing-to-market.

Consider the equilibrium system that fully characterizes the �exible-price steady state of the economy. Fol-
lowing the trade literature, all prices are expressed in the same currency, i.e. one can think of monetary policy
normalizing nominal exchange rates to one. For simplicity, assume CES demand and strategic complementarities
in price setting arising from strategic interactions between �rms. The optimal price and the marginal costs of
exporter from country j and sector r to country i is given by

P rji =
(
ϑrjτ

r
jiMCrj

)1−αr
(P ri )α

r

, MCrj =

(
Wj

Arj

)1−φrj ∏
s

(
P sj
)φsrj

where ϑrj is a constant component of the markup and 1− φrj = 1−
∑
n
φnrj is the labor share in production. The

bilateral trade shares in the market of destination in terms of total sales and quantities sold are respectively

Srji =


(
τ rjiϑ

r
jMCrj

)1−αr
(P ri )α

r

P ri


1−θr

=

(
τ rjiϑ

r
j

MCrj
P ri

)(1−θr)(1−αr)
and srij =

1

ϑri

(
Srij
) 1−θr(1−αr)

(1−θr)(1−αr) ,

where the sectoral ideal price index P ri can be written as

(P ri )(1−θr)(1−αr) =
∑
n

(ϑrnτ
r
niMCrn)(1−θr)(1−αr) .
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As before the log-linear preferences guarantee that nominal spendings are equal to nominal wages:

CiPi = Wi, Pi =
∏
r

(
P ri
φrci

)φrci
.

The general equilibrium block of the model is then summarized by the market clearing condition that determines
total costs T ri ≡

∑
j
MCri τ

r
ijY

r
ij of sector r in country i

T ri =
∑
j

srij

(∑
s

φrsj T
s
j + φrcj Wj

)

and the country’s budget constraint that allows for trade imbalances Di:

∑
r

∑
j

Srji

(∑
s

φrsi MCsi Y
s
i + φrci Wi

)
=
∑
r

∑
j

Srij

(∑
s

φrsj MCsjY
s
j + φrcj Wj

)
+Di.

Following Dekle, Eaton, and Kortum (2007), rewrite the equilibrium system using the hat algebra: for arbi-
trary variable Z , denote the change between the counterfactual value Z ′ and the original value Z with Ẑ ≡ Z′

Z :

1. Marginal costs:

M̂C
r
j =

(
Ŵj

Ârj

)φrj ∏
n

(
P̂nr

)φnrj
2. Prices: (

P̂ ri

)(1−θr)(1−αr)
=
∑
n

Srni

(
τ̂ rniM̂C

r
n

)(1−θr)(1−αr)

3. Market shares:

Ŝrji =

(
τ̂ rji
M̂C

r
j

P̂ ri

)(1−θr)(1−αr)

, ŝrji =

(
τ̂ rjiM̂C

r
j

P̂ ri

)1−θr(1−αr)

4. Market clearing:

T̂ ri =
∑
j

ŝrij

(∑
s

ωrsij T̂
s
j + ωrcij Ŵj

)
,

where ωrsij ≡
srijφ

rs
j T

s
j

T ri
and ωrcij ≡

srijφ
rc
j Wj

T ri
are the initial export shares.

5. Budget constraint:

∑
r

∑
j

Ŝrji

(∑
s

ςrsji T̂
s
i + ςrcji Ŵi

)
= %i

∑
r

∑
j

Ŝrij

(∑
s

ζrsij T̂
s
j + ζrcij Ŵj

)
+ (1− %i)D̂i,

where ςrsji ≡
Srjiφ

rs
i T

s
i∑

r

∑
j
Srji

(∑
s
φrsi T

s
i +φrci Wi

) is the initial share of exports from j to i in sector r in gross purchases

of economy i, ςrcji ≡
Srjiφ

rc
i Wi∑

r

∑
j
Srji

(∑
s
φrsi T

s
i +φrci Wi

) is a similar share of exports from j to i for �nal consumption,
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ζrsij ≡
Srijφ

rs
j T

s
j∑

r

∑
j
Srij

(∑
s
φrsj T

s
j +φrcj Wj

) and ζrcij ≡
Srijφ

rc
j Wj∑

r

∑
j
Srij

(∑
s
φrsj T

s
j +φrcj Wj

) are the corresponding shares of �ows

from i to j in gross income of country i, and %i ≡

∑
r

∑
j
Srij

(∑
s
φrsj T

s
j +φrcj Wj

)
∑
r

∑
j
Srji

(∑
s
φrsi T

s
j +φrci Wi

) is the ratio of gross income to

gross spendings.

Thus, given the elasticities of substitution θr , complementarities in price setting αr , input shares φrsi , initial trade
shares Srji, and gross changes in productivities Âri , trade costs τ̂ rji and trade imbalances D̂i, this system allows to
solve for new equilibrium prices and quantities M̂C

r
i , P̂

r
i , Ŝ

r
ji, T̂

r
i , Ŵi without calculating original trade costs or

productivities.
Instead, I treat changes in productivities as endogenous and calibrate the model to the predicted changes in

real GDP. Abstracting from the di�erences between GDP and gross national income (GNI), which are small and
hardly a�ect the results, these changes correspond to Ĉi. Given little availability of sectoral forecasts, I assume
the same productivity growth rates within each country Âri = Âi and compute the �xed point using the following
algorithm:

• make an initial guess for changes in endogenous variables (e.g. Ẑ = 1),

• given
{
Ŵi

Âi

}
, solve the �rst three equations for prices and trade shares,

• given {P̂i}, compute nominal wages as Ŵi = P̂iĈi and update productivities Âi = Ŵi

Ŵi/Âi
,

• given
{
Ŵi, ŝ

r
ij

}
, solve the market clearing conditions for

{
T̂ rj

}
,

• given
{
T̂ ri , Ŝ

r
ij , Âi

}
, solve the budget constraints for

{
Ŵi

Âi

}
and iterate until convergence.

Although the implied changes in productivities are highly correlated with GDP growth rates used for calibration,
the two numbers do not coincide due to international spillovers, which are especially pronounced for more open
economies and the countries with growth rates substantially di�erent from the average growth of global economy.

B.3.2 Calibration

The baseline model predicts that the counterfactual currency choice depends on changes in trade �ows and
exchange rate behavior. Estimating the new input-output table and the covariance matrix of exchange rates
requires the calibration of additional parameters. First, from the gravity model it follows that changes in trade
shares depends crucially on the elasticity of substitution between products. I borrow the sectoral estimates
from Caliendo and Parro (2015) (see Table A1). Second, one needs to calibrate exogenous shocks {Âri , τ̂ rji, D̂i}
transforming the structure of global trade. For simplicity, I assume no changes in current account imbalances
D̂i = 1 or trade costs τ̂ rji = 1 and focus instead on long-run economic growth Âri . Because of data limitations, the
growth rates are assumed to be the same across all sectors within each country. The changes in real consumption
{Ĉi} are calibrated to match the growth rates of real GDP between 2015–2025 using the actual values from 2016–
2019 and the forecasts from the IMF World Economic Outlook for the rest of the years. The global averages are
used for the RoW. The mean annual growth rates reported in Table A2 are then applied to the whole forecast
horizon of 20 years. Note that input shares φri , elasticities θr , complementarities in price-setting αr , and price
stickiness λr are assumed to stay the same across years.

A switch of China to a �oating regime is modelled by assuming that China has the same exchange rate
volatility as the dollar in 2001–2015 and a zero correlation with other exchange rates once they are expressed
against an unweighted bundle of �oating currencies (Australia, Canada, Germany, Japan, New Zealand, Norway,
South Africa, Sweden, Switzerland, U.K., U.S.).
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B.4 Additional �gures and tables

Table A1: Sectors: classi�cation and parameter values

Sector ISIC codes Markup 1− λs αs θs

rev.3 rev.4

Commodities .
Agriculture and forestry C01T05AGR D01T03 1.14 0.88 0.99 8.1
Mining C10T14MIN D05T06,

D07T08, D09
1.17 0.99 15.7

Manufacturing
Food, beverages and tobacco C15T16FOD D10T12 1.15 0.27

0.50

2.6
Textiles and wearing apparel C17T19TEX D13T15 1.07 0.04 5.6
Wood C20WOD D16 1.10 0.04 10.8
Paper and printing C21T22PAP D17T18 1.09 0.09 9.1
Coke and re�ned petroleum C23PET D19 1.12 0.49 51.1
Chemicals and pharmaceuticals C24CHM D20T21 1.25 0.11 4.8
Rubber and plastic C25RBP D22 1.12 0.04 1.7
Other non-metallic products C26NMM D23 1.09 0.06 2.8
Basic metals C27MET D24 1.10 0.05 8.0
Fabricated metal products C28FBM D25 1.12 0.05 8.0
Computer and electronics C30T33XCEQ D26 1.11 0.06 10.6
Electrical equipment C31ELQ D27 1.07 0.06 10.6
Machinery and equipment C29MEQ D28 1.12 0.05 1.5
Motor vehicles C34MTR D29 1.06 0.45 0.4
Other transport equipment C35TRQ D30 1.12 0.45 0.4
Other manufacturing C36T37OTM D31T33 1.13 0.17 5.0

Services
Utilities C40T41EGW D35T39 1.18

0.07 0.50 5.0

Construction C45CON D41T43 1.08
Wholesale and retail C50T52WRT D45T47 1.05
Transportation and storage C60T63TRN D49T53 1.10
Accomodation and food services C55HTR D55T56 1.12
Post and telecommunications C64PTL D58T60, D61 1.18
IT services C72ITS D62T63 1.12
Finance and insurance C65T67FIN D64T66 1.50
Real estate C70REA D68 2.68
Other services C71RMQ,

C73T74OBZ
D69T82 1.13

Public administration C75GOV D84 1.11
Education C80EDU D85 1.15
Health C85HTH D86T88 1.10
Arts and entertainment C90T93OTS D90T96 1.10

Note: the table shows the sector classi�cation used in the analysis, the mapping into ISIC codes from ICIO tables, the sectoral
values of markups, monthly probability of price adjustment 1 − λs, degree of complementarities in price setting αs, and
the elasticity of substitution between individual products θs.
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Table A2: Country characteristics

Country In�ation rate Eurozone Growth rate

1995 2005 2015 2005 2015
Australia 4.0 1.0 0.7 1.9
Austria -0.1 1.2 0.7 X X 1.4
Belgium 0.9 1.2 0.7 X X 1.0
Canada 2.1 0.6 0.9 1.5
Chile 16.3 4.6 2.6 1.7
Czech Republic 6.0 2.7 0.0 2.4
Denmark 1.3 0.9 0.7 1.6
Estonia 23.2 8.5 0.7 X 2.8
Finland 2.3 1.2 0.7 X X 1.4
France 2.0 1.2 0.7 X X 1.1
Germany -0.3 1.2 0.7 X X 1.1
Greece 13.3 1.2 0.7 X X 1.2
Hungary 12.1 11.1 2.6 2.7
Iceland 19.4 1.8 4.3 2.1
Ireland 2.9 1.2 0.7 X X 4.3
Israel 59.5 5.8 1.0 3.0
Italy 5.1 1.2 0.7 X X 0.4
Japan -2.1 -0.6 0.4 0.5
Korea 3.0 3.0 1.4 2.3
Latvia 94.1 35.6 0.7 X 2.8
Lithuania 130.2 45.4 0.7 X 2.8
Luxembourg 1.0 1.2 0.7 X X 2.1
Mexico 44.6 10.9 4.3 1.0
Netherlands -0.4 1.2 0.7 X X 1.5
New Zealand 4.5 0.0 0.0 2.0
Norway 2.9 1.1 1.2 1.5
Poland 62.5 13.5 1.3 3.2
Portugal 9.7 1.2 0.7 X X 1.0
Slovak Republic 8.7 4.8 0.7 X X 2.6
Slovenia 88.2 19.3 0.7 X X 2.4
Spain 4.7 1.2 0.7 X X 1.5
Sweden 3.9 1.8 0.5 1.6
Switzerland -0.6 0.5 -1.2 1.2
Turkey 49.2 49.9 12.5 2.9
United Kingdom 3.5 1.2 1.3 1.0
United States 1.2 0.9 1.3 1.7
Argentina 266.6 12.2 18.2 -0.3
Brazil 377.4 180.4 5.9 0.6
Bulgaria 69.1 79.3 1.9 2.7
Cambodia 17.3 8.1 2.8 6.1
China 11.2 3.7 0.6 5.9
Colombia 21.3 11.9 3.9 2.0
Costa Rica 20.6 11.9 6.1 2.2
Croatia 239.7 83.8 1.0 2.3
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Table A2: Country characteristics (continued)

Country In�ation rate Eurozone Growth rate

1995 2005 2015 2005 2015
Cyprus 2.5 1.7 0.7 X 2.6
India 9.0 6.3 4.9 5.3
Indonesia 8.1 11.3 5.3 4.5
Hong Kong 1.2 0.9 1.3 1.5
Malaysia 1.5 2.2 1.8 4.2
Malta 0.6 1.6 0.7 X 3.7
Morocco 5.0 1.6 0.8 2.2
Peru 341.1 25.4 1.5 2.2
Philippines 10.2 5.3 2.0 5.0
Romania 90.7 64.5 6.3 3.4
Russia 125.7 62.5 8.9 1.1
Saudi Arabia 1.2 0.9 1.3 1.2
Singapore -0.8 0.1 0.5 1.9
South Africa 11.4 6.4 5.1 0.5
Taiwan -0.4 1.2 0.8 1.7
Thailand 2.3 3.1 0.9 2.7
Tunisia 5.4 3.1 3.3 1.5
Vietnam 90.0 3.6 5.5 6.4
RoW - - - - - 2.6

Note: the table shows the estimated rates of in�ation across countries and years, the members of the Eurozone in a given
period, and the productivity growth rates used in the counterfactual analysis.
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Table A3: Import share and exchange rate pass-through

Country Import share (%) Pass-through (%)
total manufacturing weighted w/o pegs home EUR USD RMB
(1) (2) (3) (4) (5) (6) (7) (8)

Australia 10 45 57 57 25 10 19 17
Austria 23 48 55 26 58 — 11 7
Belgium 27 49 55 28 50 — 15 7
Canada 18 43 51 51 26 7 34 13
Chile 16 43 58 58 22 10 21 19
Czech Republic 28 51 55 55 20 32 12 10
Denmark 23 50 57 57 25 24 12 8
Estonia 30 62 71 42 42 — 13 12
Finland 18 36 45 26 52 — 12 8
France 16 45 58 35 52 — 15 9
Germany 17 32 38 26 57 — 12 8
Greece 18 42 60 44 44 — 14 10
Hungary 37 62 68 68 12 40 12 9
Iceland 22 55 72 72 15 21 19 10
Ireland 44 44 63 38 46 — 19 6
Israel 16 34 47 47 30 17 17 10
Italy 14 28 35 18 60 — 12 7
Japan 9 15 25 25 56 5 11 13
Korea 17 23 25 25 38 7 17 15
Latvia 21 56 68 34 48 — 14 8
Lithuania 31 52 60 32 48 — 15 7
Luxembourg 52 54 62 42 52 — 20 5
Mexico 21 43 56 56 23 8 30 16
Netherlands 22 37 44 25 52 — 16 8
New Zealand 13 38 51 51 29 10 17 15
Norway 18 45 56 56 25 18 13 10
Poland 20 41 55 55 24 29 12 11
Portugal 21 47 59 16 61 — 12 7
Slovak Republic 32 62 67 46 41 — 14 11
Slovenia 28 58 62 31 52 — 14 9
Spain 15 32 42 24 56 — 13 9
Sweden 19 42 49 49 32 26 11 7
Switzerland 22 48 58 58 25 34 13 8
Turkey 13 30 43 43 36 17 15 10
United Kingdom 15 45 52 52 32 24 14 10
United States 8 25 33 32 59 7 — 12
Argentina 7 13 28 28 49 6 14 11
Brazil 8 16 23 23 48 9 16 10
Bulgaria 27 52 62 62 14 31 15 8
Cambodia 28 46 58 58 23 5 16 25
China 7 9 15 15 51 6 17 —
Colombia 13 34 51 51 30 10 23 14
Costa Rica 18 48 67 67 21 8 34 12
Croatia 20 45 55 55 25 35 13 7
Cyprus 29 65 75 35 43 — 17 10
India 12 18 27 27 34 7 21 14
Indonesia 11 20 31 31 36 6 18 14
Hong Kong 24 35 57 48 44 7 — 18
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Table A3: Import share and exchange rate pass-through (continued)

Country Import share (%) Pass-through (%)
total manufacturing weighted w/o pegs home EUR USD RMB
(1) (2) (3) (4) (5) (6) (7) (8)

Malaysia 24 36 45 45 16 8 22 18
Malta 46 75 81 40 45 — 16 7
Morocco 25 50 64 64 16 29 19 11
Peru 13 29 46 46 30 8 20 16
Philippines 17 28 48 48 28 8 18 14
Romania 18 37 50 50 29 32 10 7
Russia 11 23 35 35 38 14 15 13
Saudi Arabia 25 53 67 53 42 14 — 13
Singapore 32 39 54 54 16 9 27 12
South Africa 15 36 50 50 21 14 21 18
Taiwan 23 30 34 34 30 7 20 14
Thailand 25 36 55 55 18 8 19 19
Tunisia 24 45 54 54 22 29 16 10
Vietnam 26 40 54 54 11 7 19 24
RoW 14 31 38 38 — 14 46 13

Mean 15 31 39 35 44 11 21 12

Note: columns 1 and 2 show the import-to-sales ratio respectively at the aggregate level and exclusively for markets of
manufacturing goods. The remaining columns focus on statistics computed at market level and then aggregated across
manufacturing goods using imports as weights. Column 4 excludes imports from economies with a hard peg to the currency
of the home country. The remaining columns report the pass-through of respectively home, euro, dollar and renminbi
exchange rates into markets of manufacturing goods under �exible prices taking into account the whole global input-output
production structure. The last row shows the import-weighted average across countries with pass-throughs averaged only
across countries that are not issuers of the respective currency.
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Table A4: Foreign inputs and exchange rates in exports

Country Share of foreign inputs (%) Pass-through (%)
total manufacturing w/o pegs home EUR USD RMB
(1) (2) (3) (4) (5) (6) (7)

Australia 23 41 41 47 5 19 10
Austria 23 30 14 73 — 8 4
Belgium 28 39 23 60 — 15 6
Canada 27 39 39 48 4 25 8
Chile 21 33 33 54 5 15 10
Czech Republic 32 37 37 43 23 9 6
Denmark 27 26 26 63 11 7 4
Estonia 34 45 29 58 — 11 8
Finland 23 29 20 65 — 11 6
France 20 29 17 72 — 10 4
Germany 17 21 13 76 — 7 4
Greece 24 44 38 53 — 19 8
Hungary 41 49 49 35 29 10 6
Iceland 31 42 42 44 9 16 9
Ireland 38 30 21 67 — 14 2
Israel 16 24 24 60 9 12 5
Italy 16 21 12 74 — 9 4
Japan 8 10 10 78 2 7 5
Korea 21 23 23 53 5 14 10
Latvia 23 34 23 64 — 10 6
Lithuania 31 44 35 57 — 15 7
Luxembourg 55 40 21 57 — 15 2
Mexico 29 36 36 51 5 20 10
Netherlands 24 35 22 61 — 15 6
New Zealand 25 38 38 50 5 15 11
Norway 21 30 30 55 9 10 6
Poland 23 31 31 52 17 9 6
Portugal 26 36 16 71 — 10 5
Slovak Republic 38 45 31 56 — 11 7
Slovenia 28 35 17 71 — 9 5
Spain 19 27 17 68 — 11 6
Sweden 19 26 26 62 12 8 4
Switzerland 21 28 28 58 18 9 4
Turkey 16 22 22 64 7 11 6
United Kingdom 14 25 25 64 12 9 4
United States 11 19 15 79 3 — 5
Argentina 22 32 32 56 4 15 9
Brazil 16 24 24 59 5 14 8
Bulgaria 32 45 45 37 16 16 7
Cambodia 28 33 33 57 3 9 14
China 12 13 13 62 4 15 —
Colombia 18 29 29 57 4 17 7
Costa Rica 17 27 27 62 4 17 6
Croatia 21 31 31 55 17 10 5
Cyprus 26 38 25 61 — 12 6
India 19 28 28 48 5 19 10
Indonesia 23 30 30 53 4 15 10
Hong Kong 22 39 33 61 5 — 11
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Table A4: Foreign inputs and exchange rates in exports (continued)

Country Share of foreign inputs (%) Pass-through (%)
total manufacturing w/o pegs home EUR USD RMB
(1) (2) (3) (4) (5) (6) (7)

Malaysia 36 43 43 30 7 20 14
Malta 55 51 28 57 — 13 4
Morocco 31 41 41 48 14 14 8
Peru 24 39 39 49 4 19 10
Philippines 21 30 30 57 4 12 8
Romania 19 25 25 59 17 7 4
Russia 18 29 29 54 6 18 8
Saudi Arabia 11 35 21 72 5 — 7
Singapore 31 39 39 34 7 23 6
South Africa 29 42 42 39 7 22 11
Taiwan 21 25 25 51 4 15 9
Thailand 31 40 40 40 5 16 13
Tunisia 32 37 37 50 16 12 7
Vietnam 41 45 45 28 6 18 19
RoW 24 30 30 — 9 61 10

Mean 19 24 21 62 6 15 7

Note: columns 1 and 2 show the share of foreign inputs in country’s exports computed respectively at the aggregate level
and exclusively for manufacturing exports. The remaining columns focus on statistics computed at sectoral level and then
aggregated across manufacturing sectors using exports as weights. Column 3 excludes imports and exports to economies
with a hard peg to the currency of the home country. The remaining columns report the pass-through of respectively home,
euro, dollar and renminbi exchange rates into exports of manufacturing goods under �exible prices taking into account the
whole global input-output production structure. The last row shows the export-weighted average across countries with
pass-throughs averaged only across countries that are not issuers of the respective currency.
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Table A5: Simulated currency shares by country

Country Imports Exports
LCP DCP ECP PCP DCP ECP

Australia 25.6 48.2 9.2 5.8 83.2 1.0
Austria 81.9 17.4 81.9 78.6 19.9 78.6
Belgium 71.9 25.6 71.9 78.9 17.9 78.9
Canada 19.6 74.8 2.8 5.6 91.7 0.9
Chile 10.8 63.8 11.5 5.5 83.4 3.0
Czech Republic 20.3 7.8 68.5 17.7 4.4 72.1
Denmark 47.0 21.6 23.4 41.3 38.7 15.4
Estonia 72.2 22.2 72.2 73.5 23.0 73.5
Finland 63.3 29.5 63.3 62.6 27.9 62.6
France 65.2 32.3 65.2 66.4 29.7 66.4
Germany 77.2 22.4 77.2 76.2 22.0 76.2
Greece 47.0 38.6 47.0 45.4 44.8 45.4
Hungary 5.3 8.2 71.4 10.3 5.7 70.1
Iceland 7.0 34.7 34.2 1.2 27.2 44.5
Ireland 63.6 30.5 63.6 47.1 43.5 47.1
Israel 14.9 45.9 28.2 16.1 56.7 15.1
Italy 58.7 37.0 58.7 60.4 33.0 60.4
Japan 25.6 61.8 7.2 30.9 56.1 5.0
Korea 10.1 64.5 8.6 18.2 64.6 3.6
Latvia 68.6 21.3 68.6 42.4 33.0 42.4
Lithuania 51.7 38.9 51.7 44.5 32.3 44.5
Luxembourg 74.5 24.2 74.5 79.9 17.9 79.9
Mexico 2.4 74.4 9.4 2.3 86.1 2.4
Netherlands 62.5 36.1 62.5 69.4 27.6 69.4
New Zealand 22.3 44.4 11.2 6.9 61.5 4.0
Norway 46.3 25.4 21.7 13.0 77.2 6.0
Poland 9.1 28.8 47.2 10.4 20.3 47.8
Portugal 70.3 26.3 70.3 63.4 29.8 63.4
Slovak Republic 60.8 27.3 60.8 76.9 15.5 76.9
Slovenia 91.6 6.0 91.6 93.6 3.7 93.6
Spain 56.2 38.2 56.2 64.1 28.2 64.1
Sweden 17.4 23.6 42.4 19.7 28.2 29.3
Switzerland 11.2 13.5 62.0 16.4 27.6 46.1
Turkey 0.0 48.8 31.0 0.0 42.7 35.3
United Kingdom 21.4 35.3 35.5 21.4 44.1 24.0
United States 99.6 99.6 0.4 99.7 99.7 0.3
Argentina 0.0 78.6 0.5 0.0 79.9 0.2
Brazil 6.0 35.3 16.4 4.4 67.3 6.9
Bulgaria 0.0 31.6 63.9 0.0 34.3 60.8
Cambodia 0.0 91.2 0.0 0.1 91.7 0.3
China 1.8 84.8 7.9 2.8 88.4 5.3
Colombia 11.8 63.1 12.9 5.1 85.8 1.9
Costa Rica 0.0 99.8 0.2 0.0 99.9 0.1
Croatia 12.6 14.8 67.3 13.4 22.9 49.4
Cyprus 74.8 22.0 74.8 53.5 43.9 53.5
India 3.1 74.5 8.3 5.9 64.8 11.7
Indonesia 1.4 50.6 7.0 1.3 65.0 5.8
Hong Kong 100.0 100.0 0.0 99.0 99.0 1.0
Malaysia 56.8 20.2 5.0 52.8 31.9 3.7
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Table A5: Simulated currency shares by country (continued)

Country Imports Exports
LCP DCP ECP PCP DCP ECP

Malta 74.8 16.7 74.8 54.1 45.2 54.1
Morocco 15.5 37.6 43.4 16.8 40.7 38.2
Peru 21.1 66.0 7.5 8.1 82.6 3.8
Philippines 9.9 55.9 6.9 7.6 70.8 6.4
Romania 3.6 14.8 58.5 2.4 25.0 51.9
Russia 1.6 54.9 25.1 0.0 75.2 14.1
Saudi Arabia 99.4 99.4 0.6 100.0 100.0 0.0
Singapore 40.1 56.6 2.2 56.6 40.5 2.9
South Africa 2.9 57.6 19.0 0.8 78.5 9.4
Taiwan 29.2 62.0 4.4 25.5 69.8 3.2
Thailand 14.1 53.7 6.1 19.2 52.2 5.2
Tunisia 11.3 33.4 51.0 2.8 33.0 61.4
Vietnam 0.0 83.2 4.6 0.0 73.8 7.9
RoW 0.0 98.4 1.5 0.0 99.3 0.6

Note: the table shows for each country the model-implied share (in %) of home currency, DCP and ECP in imports and
exports. The shares do not have to sum up to one as the categories are not mutually exclusive and there are other categories
of invoicing.
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Table A6: Currency shares in world trade by sector

Trade share PCP LCP VCP DCP ECP

Agriculture and forestry 3.3 13 12 75 100 0
Mining 11.4 12 13 77 100 0
Food, beverages and tobacco 6.4 31 49 32 55 25
Textiles and wearing apparel 5.5 15 43 47 73 19
Wood 1.0 25 42 42 63 25
Paper and printing 1.6 48 43 23 52 32
Coke and re�ned petroleum 4.0 35 43 29 62 16
Chemicals and pharmaceuticals 10.7 46 38 27 53 30
Rubber and plastic 3.0 39 43 30 51 34
Other non-metallic products 1.5 29 39 42 63 25
Basic metals 6.1 30 42 39 59 24
Fabricated metal products 3.2 39 42 30 58 30
Computer and electronics 11.8 25 31 47 69 15
Electrical equipment 4.9 28 37 42 62 25
Machinery and equipment 8.1 41 35 33 56 31
Motor vehicles 9.7 47 52 13 49 35
Other transport equipment 4.1 59 32 19 59 23
Other manufacturing 3.7 27 52 27 56 23
Utilities 43 49 29 40 47
Construction 47 54 18 28 50
Wholesale and retail 46 41 23 52 30
Transportation and storage 39 39 29 56 24
Accomodation and food services 45 43 23 58 26
Post and telecommunications 57 35 17 61 26
IT services 48 57 12 39 44
Finance and insurance 60 46 11 46 40
Real estate 46 44 20 57 26
Other services 56 48 11 48 37
Public administration 39 57 21 38 42
Education 62 37 14 61 28
Health 48 46 19 52 31
Arts and entertainment 49 39 21 53 27

Note: the table shows for each sector the model-implied share of international trade (in %) invoiced in a given currency.
The shares do not have to sum up to one as the categories are not mutually exclusive. ‘Trade share’ is the share of a given
sector in world merchandise trade (excluding services).
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Figure A3: Invoicing patterns across countries
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Note: the �gure visualises the cross-country invoicing data from Georgiadis, Le Mezo, Mehl, Casas, Boz, Nguyen, and
Gopinath (2020). By default, the currency shares are for 2010s, but are simple averages across all years when the data is not
available for 2010s.
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Figure A4: In�ation rates µi
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Note: the �gure shows a heatmap of average annual in�ation rates (%) for countries in 1981–1995 and 2001–2015. The
in�ation rate is de�ned as an average of the CPI in�ation and the trend in exchange rates.
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Figure A5: Pass-through into export prices
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Note: the �gure shows the pass-through (%) of home currency, euro, dollar and a combination of dollar and renminbi
exchange rates into marginal costs of exporters. All values are computed taking into account the global input-output
linkages, are aggregated across sectors using exports as weights, and include only manufacturing sectors.
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Figure A6: Pass-through into export prices: 1995 vs. 2015

(a) Home currency (b) USD+RMB

Note: the �gure compares the pass-through of exchange rates from Figure A5 with the counterparts estimated for 1995. The
size of each circle represents country’s share in world exports. The members of the Eurozone are shown in red in panel (a).

Figure A7: Global imports and invoicing

Note: ‘Trade’ bars show the share of commodity trade and the share non-commodity trade with the dollarized and euroized
economies in world imports. ‘Data’ and ‘Model’ bars show respectively the empirical and model-implied fraction of imports
invoiced in dollars and euros. All numbers are computed for a subsample of countries with available invoicing data.
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Figure A8: Cross-country export currency shares: model vs. data

(a) DCP (b) Naïve DCP

(c) ECP (d) PCP

Note: panels (a), (c) and (d) show empirical and model-implied shares of DCP, ECP and PCP in exports. Panel (b) shows
a counterfactual share of DCP in exports if commodities were invoiced in dollars and invoicing of other goods were split
equally between currencies of the buyer and the seller. The size of circles is proportional to country’s share in world exports.

35



Figure A9: Currency shares in Switzerland by trade partner: model vs. data

(a) Imports (b) Exports

Note: the �gure shows the share of DCP (blue) and ECP (red) in imports and exports of Switzerland by its trade partner.
The size of circles is proportional to partner’s share in Switzerland trade.

Figure A10: Simulated evolution of currency shares in world trade in 1995–2005

Note: the bars show the model-implied shares of the dollar, euro, and other currencies in global trade in 1995, 2005, 2015.
In 1995, the euro corresponds to the German Mark.
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Figure A11: Change in currency shares from 2005–2015: model vs. data

(a) DCP (b) ECP

Note: the �gures show the change in DCP and ECP shares in countries’ exports between 2005 and 2015 comparing empirical
numbers with the simulated values. The size of each circle represents country’s share in world exports.
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