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Abstract. LetA be a unital complex semisimple Banach algebra,
and MA denote its maximal ideal space. For a matrix M P Anˆn,
xM denotes the matrix obtained by taking entry-wise Gelfand trans-
forms. For a matrix M P Cnˆn, σpMq Ă C denotes the set of
eigenvalues of M . It is shown that if A P Anˆn and B P Amˆm

are such that for all ϕ P MA, σp pApϕqq X σp pBpϕqq “ H, then for
all C P Anˆm, the Sylvester equation AX ´XB “ C has a unique
solution X P Anˆm. As an application, Roth’s removal rule is
proved in the context of matrices over a Banach algebra.

1. Introduction

The following result due to Sylvester is classical (see [13], [1]). Here for
an M P Cnˆn, σpMq :“ tλ P C : λ is an eigenvalue of Mu.

Proposition 1.1. Let A P C
nˆn and B P C

mˆm. For any C P C
nˆm

the Sylvester equation AX ´XB “ C has a unique solution X P Cnˆm

if and only if σpAq X σpBq “ H.

The aim in this article is to prove an appropriate generalisation of this
result when C is replaced by a commutative unital complex semisimple
Banach algebra A. For background on the Gelfand transform and
spectral theory of Banach algebras, we refer the interested reader to
e.g. [9], [5, Chap. I] or [12, Part III, Chap. 11]. Let MA denote the
maximal ideal space of A, consisting of all complex homomorphisms
ϕ : A Ñ C. The dual space LpA,Cq of A is equipped with the weak-˚
topology, and MA Ă LpA,Cq is given the subspace topology induced
from LpA,Cq. Then MA is a compact Hausdorff topological space.
The space of all complex-valued continuous functions on MA will be
denoted by CpMAq. For x P A, the Gelfand transform of x, namely
the map MA Q ϕ ÞÑ ϕpxq, will be denoted by px P CpMAq. Let Anˆm

denote the set of all n ˆm matrices with entries from A. For a matrix
X “ rxijs P Anˆm, we denote by pX “ rpxijs P CpMAqnˆm the matrix of
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Gelfand transforms pxij of the entries xij of X . Our main result is the
following.

Theorem 1.2. Let A be a commutative unital complex semisimple

Banach algebra. Let A P Anˆn and B P Amˆmbe such that

@ϕ P MA, σp pApϕqq X σp pBpϕqq “ H.

Then for every C P Anˆm, there exists a unique X P Anˆm such that

AX ´ XB “ C.

1.1. Relation to previous and recent work. The Sylvester equa-
tion ax ´ xb “ c has been studied in arbitrary Banach algebras in
[10]. However, our result is not a consequence of this result, because
A and B are not of the same dimensions. Moreover, the result in [10]
gives a solvability condition in terms of the Dunford-Taylor operational
calculus, while we give a pointwise criterion using Gelfand transforms.
We also mention some more recent papers on the topic of Sylvester
operator equations. It was pointed out by the reviewer that our proof
of (the classical, known) Proposition 2.1 contains the same expressions
as those derived in [4]. Papers [2] and [3] study the case when the
Sylvester operator S : X ÞÑ AX ´ XB is not invertible, but the initial
equation is still solvable (with infinitely many solutions). In particular,
[3] covers the case when A, B and C are scalar matrices while [2] cov-
ers the case when A, B and C are bounded linear operators in Banach
spaces. The results in [2] are also obtained via the Gelfand transform
and spectral theory for commutative unital Banach algebras.

The outline of the article is as follows.
‚ We collect some preliminaries in Section 2. In particular, we repeat
the proof of the classical result because its proof will reveal that the
solution X depends continuously on the data A,B,C, a fact which
we will need to prove our Theorem 1.2. We will also recall the Implicit
Function Theorem in Banach algebras, which will be our main tool.

‚ Subsequently, in Section 3, we will give the proof of Theorem 1.2.
‚ Finally, in Section 4, we give an application of our main result to prove
an analogue of the Roth removal rule (a criterion for the similarity
of a block diagonal matrix and a block upper triangular matrix) in
the context of matrices over a commutative Banach algebra.

Acknowledgement: I am grateful to the anonymous referee for the
careful review, and for useful comments. In particular, for drawing my
attention to some of the references to recent results on the operator
Sylvester equation that are now cited in Subsection 1.1.
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2. Preliminaries

We use the notation In for the n ˆ n identity matrix.

2.1. Proof when A “ C.

Proposition 2.1. Let A P Cnˆn and B P Cmˆm be such that

σpAq X σpBq “ H.

Then for every C P Cnˆm there exists a unique X P Cnˆm such that

AX ´ XB “ C.

Proof. Let L : Cnˆm Ñ Cnˆm be the linear transformation given by
LpXq “ AX ´ XB for all X P Cnˆm. We want to show that L is
invertible. It is enough to show it is injective. Let X P kerL, that
is, AX ´ XB “ 0. Then AX “ XB. It follows by induction that
for all k ě 0, AkX “ XBk (since if true for some k, then we have
Ak`1X “ ApAkXq “ ApXBkq “ pAXqBk “ pXBqBk “ XBk`1).
Suppose pA, pB P Crzs are the characteristic polynomials of A,B. As
σpAq X σpBq “ H, it follows that pA, pB are coprime. So there exist
polynomials q, rq P Crzs such that q pA ` rq pB “ 1. By the Cayley-
Hamilton theorem, pApAq “ 0 and pBpBq “ 0. We have

0“ 0X “ qpAq0X “ qpAqpApAqX “ pIn ´ rqpAqpBpAqqX

“X ´ rqpAqpBpAqX “ X ´ rqpAqXpBpBq

“X ´ rqpAqX 0 “ X ´ 0 “ X.

So L is injective, and hence invertible. �

We endow Cnˆn with the operator norm topology induced by equipping
Cn with the topology given by the Euclidean 2-norm } ¨ }2:

}v}2 :“
b
v21 ` ¨ ¨ ¨ ` v2n for v“

»
—–
v1
...

vn

fi
ffifl P C

n.

Thus if M P Cnˆn, then }M} “ sup
0‰vPCn

}Mv}2
}v}2

.

Corollary 2.2. Let A0 P Cnˆn and B0 P Cmˆm be such that

σpA0q X σpB0q “ H.

Then there exist neighbourhoods NA0
,NB0

of A0, respectively B0, such

that for all pA,Bq P NA0
ˆ NB0

, we have

σpAq X σpBq “ H.
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For pA,Bq P NA0
ˆ NB0

and C P Cnˆm, let XpA,B,Cq denote the

unique solution X P Cnˆm to AX ´ XB “ C. Then the map

NA0
ˆ NB0

ˆ C
nˆn Q pA,B,Cq ÞÑ XpA,B,Cq P C

nˆn

is continuous.

Proof. It is clear that the coefficients of the characteristic polynomial
of a matrix depend continuously on the matrix. Also, the roots of
a polynomial depend continuously on its coefficients (see e.g. [8] for
a precise statement and a proof). Thus the eigenvalues of a matrix,
being the roots of the characteristic polynomial, depend continuously
on the matrix.
As the spectrum σpMq of a matrix M P Cnˆn is a finite set com-

prising at most n distinct complex numbers, given A0 P Cnˆn and
B0 P Cmˆm such that σpA0q X σpB0q “ H, there exist neighbour-
hoods DA0

and DB0
of σpA0q, respectively of σpB0q, in C such that

DA0
XDB0

“ H (because the Euclidean topology of the complex plane
is Hausdorff). By the continuity of eigenvalues mentioned in the first
paragraph above, it follows that there is a neighbourhoodNA0

of A0 and
a neighbourhood NB0

of B0 such that for all A,B P NA0
ˆNB0

, we have
σpAq Ă DA0

and σpBq Ă DB0
, so that in particular, σpAq XσpBq “ H.

The map LA,B P LpCnˆm,Cnˆmq, given by

LA,BpXq “ AX ´ XB for all X P C
nˆm,

depends continuously on A,B. Indeed, using the property of the oper-
ator norm that }PQ} ď }P }}Q} (for complex matrices P,Q), we get

}LA,B ´ LA0,B0
} ď }A ´ A0} ` }B ´ B0}.

We also know that L is invertible whenever σpAq X σpBq “ H (from
Theorem 2.1). Let GLnmpCq denote the invertible maps in the set
LpCnˆm,Cnˆmq. Since the operation of taking inverse, namely the map
¨´1 : GLnmpCq Ñ GLnmpCq, is continuous, we have that

NA0
ˆ NB0

ˆ C
nˆn Q pA,B,Cq ÞÑ XpA,B,Cq “ pLA,Bq´1C P C

nˆm

is a continuous map. �

2.2. The Implicit Function Theorem in Banach algebras. The
main tool we will use is the following Implicit Function Theorem in
Banach Algebras (see [7, p.155]). This will afford us passage from
continuous functions on MA to elements of A.

Proposition 2.3. Let A be a commutative unital complex semisimple

Banach algebra. Let h1, ¨ ¨ ¨ , hs be continuous functions on MA. Sup-

pose that f1, ¨ ¨ ¨ fℓ in A and G1pz1, ¨ ¨ ¨ , zs`ℓq, . . . , Gtpz1, ¨ ¨ ¨ , zs`ℓq are
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holomorphic functions with t ě s defined on a neighbourhood of the

joint spectrum

σph1, ¨ ¨ ¨ , hs, f1, ¨ ¨ ¨ , fℓq

:“ tph1pϕq, ¨ ¨ ¨ , hspϕq, pf1pϕq, ¨ ¨ ¨ , pfℓpϕqq : ϕ P MAu,

such that

Gkph1, ¨ ¨ ¨ , hs, pf1, ¨ ¨ ¨ , pfℓq “ 0 on MA for 1 ď k ď t. (1)

If the rank of the Jacobi matrix

BpG1, ¨ ¨ ¨ , Gtq

Bpz1, ¨ ¨ ¨ , zsq

is s on σph1, ¨ ¨ ¨ , hs, f1, ¨ ¨ ¨ , fℓq, then there exist elements g1, ¨ ¨ ¨ , gs in
A such that

pg1 “ h1, ¨ ¨ ¨ , pgs “ hs.

3. Proof of the main result

Proof. (Of Theorem 1.2). The condition σp pApϕqq X σp pBpϕqq “ H for
all ϕ P MA, implies (by Proposition 2.1) the existence of a pointwise
solution F , MA Q ϕ ÞÑ F pϕq P Cnˆm, satisfying

pApϕqF pϕq ´ F pϕq pBpϕq “ pCpϕq for all ϕ P MA. p‹q

We want to produce an X P Anˆm such that pX “ F . We note that in

this case, as pX P CpMAqnˆm, we should have F depend continuously
on ϕ. Corollary 2.2 implies for any ϕ0 P MA, there exists a neigh-
bourhood U Ă MA of ϕ0 such that (the unique pointwise solution)
F |U P CpUqnˆm. It follows that F P CpMAqnˆm.

Now we will prove that pX “ F by using the Banach algebra Implicit
Function Theorem, namely Proposition 2.3. In our case, s “ nm,
t “ nm, the hi (1 ď i ď nm) are the nm component functions of F ,
and the fi (1 ď i ď ℓ “ n2 ` m2 ` nm) comprise the components of
A,B,C (which are totally ℓ “ n2 ` m2 ` nm in number). The maps
G1, . . . Gt“nm are the nm components of the map

C
nˆn ˆ C

mˆm ˆ C
nˆm ˆ C

nˆm Q pα,β,γ, ξq ÞÑ αξ ´ ξβ ´ γ P C
nˆm.

(In the above, we have the replacements of A,B,C by the complex vari-
ables which are the components of α,β,γ, respectively. The replace-
ment of the X in the Sylvester equation is by the complex variables
which are the components of ξ.) Clearly, the above map is holomorphic
not just on a neighbourhood of the joint spectrum, but in fact in the
whole of Cs`ℓ “ Cnm`n2`m2`nm. Also, the condition (1) in Proposi-
tion 2.3 is satisfied, because F P CpMAqnˆm satisfies (‹) above.
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So we now investigate the Jacobian with respect to the variables in
ξ. The Jacobian with respect to the ξ variables at the point

pF pϕq, pApϕq, pBpϕq, pCpϕqq P σph1, ¨ ¨ ¨ , hnm, f1, ¨ ¨ ¨ , fn2`m2`nmq

is the linear transformation ξ
Λ
ÞÑ pApϕqξ´ξ pBpϕq : Cnˆm Ñ Cnˆm. This

map Λ is invertible, thanks to the condition σp pApϕqq X σp pBpϕqq “ H.

So the rank of the Jacobian with respect to the variables in ξ is nm “ s

on the joint spectrum. Hence F “ pX for some X P Anˆm.

Uniqueness: Suppose X, Y are two solutions such that X ‰ Y . As
the Banach algebra A is semisimple, there exists a ϕ0 P MA such that
pXpϕ0q ‰ pY pϕ0q. But then we get two solutions pXpϕ0q ‰ pY pϕ0q P C

nˆn

to the Sylvester equation

pApϕ0qξ ´ ξ pBpϕ0q “ pCpϕ0q

despite pApϕ0q X pBpϕ0q “ H, contradicting Proposition 2.1. �

4. Application: Roth’s removal rule

The following result was proved in [11].

Proposition 4.1. Let A P Cnˆn, B P Cmˆm and C P Cnˆm. Then

„
A 0
0 B


and

„
A C

0 B



in C
pn`mqˆpn`mq are similar if and only if there exists an X P C

nˆm

such that AX ´ XB “ C.

For an arbitrary unital commutative ring R, we note that if A P Rnˆn,
B P Rmˆm, C P Rnˆm, and there exists an X P Rnˆm such that
AX ´ XB “ C, then setting

S :“

„
In X

0 Im


P Rpn`mqˆpn`mq,

we have

S´1 :“

„
In ´X

0 Im


P Rpn`mqˆpn`mq,
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and so

S

„
A C

0 B


S´1 “

„
In X

0 Im

 „
A C

0 B

 „
In ´X

0 Im



“

„
A C ` XB

0 B

 „
In ´X

0 Im



“

„
A C ` XB ´ AX

0 B



“

„
A C ´ C

0 B



“

„
A 0
0 B


.

In fact the converse is also true, and Proposition 4.1 can be generalised
to the case of arbitrary rings [6].

Proposition 4.2. Let R be a commutative unital ring. Let A P Rnˆn,

B P Rmˆm and C P Rnˆm. The matrices„
A 0
0 B


and

„
A C

0 B



in Rpn`mqˆpn`mq are similar if and only if there exists an X P Rnˆm

such that AX ´ XB “ C.

We have the following consequence of our main result.

Corollary 4.3. Let A be a commutative unital complex semisimple

Banach algebra. Let A P Anˆn, B P Amˆm, C P Anˆm. Then the

following are equivalent:

(1) For every C P Anˆm, the matrices„
A 0
0 B


and

„
A C

0 B



in Apn`mqˆpn`mq are similar.

(2) For every C P Anˆm, there exists a unique X P Anˆm such that

AX ´ XB “ C.

(3) For all ϕ P MA, σp pApϕqq X σp pBpϕqq “ H.

Proof.

(3)ñ(2) follows from Theorem 1.2.

(2)ñ(1) follows from Proposition 4.2.

(1)ñ(3): From Proposition 4.2, it follows that for every C P Anˆm,
there exists an X P Anˆm such that AX ´ XB “ C. Take any matrix
C0 P C

nˆm, and set C “ C0e, where e P A is the unit element of the
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Banach algebra A. Then pC “ C01MA
, where 1MA

P CpMAq is the
function identically equal to 1 on MA. Let ϕ P MA. Then the matrix

X0 :“ pXpϕq satisfies

pApϕqX0 ´ X0
pBpϕq “ C0.

As C0 P Cnˆm was arbitrary, the map

L pApϕq, pBpϕq : C
nˆm Ñ C

nˆm, C
nˆm Q Y ÞÑ pApϕqY ´ Y pBpϕq P C

nˆm

is surjective, and hence invertible. Hence σp pApϕqq X σp pBpϕqq “ H.

Also, since ϕ P MA was arbitrary, we conclude that (3) holds. �

A repeated application of the previous result gives the following.

Corollary 4.4. Let A be a commutative unital complex semisimple

Banach algebra. Suppose Aii P Adiˆdi , di P N, i P t1, ¨ ¨ ¨ , nu, satisfy

@ϕ P MA, σp pAiipϕqq X σp pAjjpϕqq “ H, for 1 ď i ă j ď n.

For 1 ď i ă j ď n, let Aij P Adiˆdj . Then the matrices
»
———–

A11 A12 ¨ ¨ ¨ A1n

A22 ¨ ¨ ¨ A2n

0
. . .

Ann

fi
ffiffiffifl and

»
—–

A11 0
. . .

0 Ann

fi
ffifl

are similar in ADˆD, where D “ d1 ` ¨ ¨ ¨ ` dn.
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