
Full Terms & Conditions of access and use can be found at
https://www.tandfonline.com/action/journalInformation?journalCode=gssr20

Stochastics
An International Journal of Probability and Stochastic Processes

ISSN: (Print) (Online) Journal homepage: https://www.tandfonline.com/loi/gssr20

Discounted optimal stopping problems in
continuous hidden Markov models

Pavel V. Gapeev

To cite this article: Pavel V. Gapeev (2021): Discounted optimal stopping problems in continuous
hidden Markov models, Stochastics, DOI: 10.1080/17442508.2021.1935952

To link to this article:  https://doi.org/10.1080/17442508.2021.1935952

© 2021 The Author(s). Published by Informa
UK Limited, trading as Taylor & Francis
Group

Published online: 08 Jun 2021.

Submit your article to this journal 

Article views: 124

View related articles 

View Crossmark data

https://www.tandfonline.com/action/journalInformation?journalCode=gssr20
https://www.tandfonline.com/loi/gssr20
https://www.tandfonline.com/action/showCitFormats?doi=10.1080/17442508.2021.1935952
https://doi.org/10.1080/17442508.2021.1935952
https://www.tandfonline.com/action/authorSubmission?journalCode=gssr20&show=instructions
https://www.tandfonline.com/action/authorSubmission?journalCode=gssr20&show=instructions
https://www.tandfonline.com/doi/mlt/10.1080/17442508.2021.1935952
https://www.tandfonline.com/doi/mlt/10.1080/17442508.2021.1935952
http://crossmark.crossref.org/dialog/?doi=10.1080/17442508.2021.1935952&domain=pdf&date_stamp=2021-06-08
http://crossmark.crossref.org/dialog/?doi=10.1080/17442508.2021.1935952&domain=pdf&date_stamp=2021-06-08


STOCHASTICS
https://doi.org/10.1080/17442508.2021.1935952

Discounted optimal stopping problems in continuous hidden
Markov models

Pavel V. Gapeev

Department of Mathematics, London School of Economics, London, UK

ABSTRACT
We study a two-dimensional discounted optimal stopping problem
related to the pricing of perpetual commodity equities in a model
of financial markets in which the behaviour of the underlying asset
price follows a generalized geometric Brownian motion and the
dynamics of the convenience yield are described by an unobserv-
able continuous-time Markov chain with two states. It is shown that
the optimal time of exercise is the first time at which the commodity
spot price paid in return to the fixed coupon rate hits a lower stochas-
tic boundary being a monotone function of the running value of the
filtering estimate of the state of the chain. We rigorously prove that
the optimal stopping boundary is regular for the stopping region
relative to the resulting two-dimensional diffusion process and the
value function is continuously differentiable with respect to the both
variables. It is verified bymeans of a change-of-variable formula with
local time on surfaces that the value function and the boundary are
determined as a unique solution of the associated parabolic-type
free-boundary problem. We also give a closed-form solution to the
optimal stopping problem for the case of an observable Markov
chain.
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1. Introduction

The main aim of this paper is to study the analytic properties of the value function of the
discounted optimal stopping problem:

V∗ = sup
τ

E
[∫ τ

0
e−rs(Xs − L) ds

]
(1)

for a given constant L>0. Here, for a precise formulation of the problem, let us con-
sider a probability space (�,G,P) with a standard Brownian motion B = (Bt)t≥0 and a
continuous-time Markov chain� = (�t)t≥0 with two states, 0 and 1 (the processes B and
� are supposed to be independent under the probabilitymeasure P).We define the process
X = (Xt)t≥0 by

Xt = x exp
(∫ t

0

(
r − σ 2

2
− δ0 − (δ1 − δ0)�s

)
ds + σ Bt

)
(2)
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2 P. V. GAPEEV

which solves the stochastic differential equation

dXt = (
r − δ0 − (δ1 − δ0)�t

)
Xt dt + σ Xt dBt (X0 = x) (3)

where x>0 is fixed, and r>0, δi > 0, i = 0, 1, and σ > 0 are some given constants. In our
application, the processX describes the risk-neutral dynamics of the market spot price of a
commodity under a risk-neutral (ormartingale) probabilitymeasure P in amodel of finan-
cial markets, in which r is the interest rate of a riskless bank account and σ is the volatility
coefficient. Suppose that� reflects the state of the economy, that is, the economy is either in
the so-called good state when� = 0, or in the so-called bad state when� = 1, that also has
an influence on the convenience yield of the commodity being equal to δ0(1 −�)+ δ1�,
which is usually unobservable to small investors trading in the market. We further assume
that the process � has the same distribution with respect to the martingale measure P as
well as with respect to the initial or physical probability measure. This property enables us
to specify the pricing measure P from the set of all martingale measures in the incomplete
market model defined in (2)–(3).

Suppose that the supremum in (1) is taken over all stopping times τ with respect to
the natural filtration (Ft)t≥0 of the commodity spot price process X, and the expectation
there is taken with respect to the risk-neutral probability measure P. Then, the value of (1)
can be interpreted as the rational (or no-arbitrage) net present value of a perpetual com-
modity equity given that the equity holder issued a perpetual defaultable bond (debt) in
an extension of the Black-Merton-Scholes model with an unobservable convenience yield.
According to this contract, the equity holder receives the cash flow (generated by assets
of the commodity producing firm) at the rate X and pays the fixed coupon rate L to the
holder of the bond up to the time of default τ chosen by the former. The rational valuation
of contracts of such type on the infinite time horizon and with the default opportunities
in the classical model based on a one-dimensional geometric Brownian motion with con-
stant coefficients was studied in Leland [34]. Other related problems include the rational
valuation of perpetual American warrants in the classical Black-Merton-Scholes model of
financialmarketswere formulated and solved by Samuelson [48] andMcKean [37] (see, e.g.
Shiryaev [49, Chapter VIII; Section 2a], Peskir and Shiryaev [45, Chapter VII; Section 25],
or Detemple [11], for an extensive overview of other related results in the area).

Optimal stopping problems for two-dimensional diffusion processes have attracted a
considerable attention in the literature on optimal stochastic control theory. One class of
such problems is formed by the optimal stopping problems for one-dimensional contin-
uous (time-homogeneous strong) Markov processes on finite time intervals initiated and
studied by van Moerbeke [50], Jacka [28], Broadie and Detemple [4], and Carr et al. [6]
among others (see also Myneni [38] for the review of contemporary results in the area).
It turned out that such problems for one-dimensional diffusions with finite-time horizon
or time-dependent rewards are inherently two-dimensional, and thus, they are analytically
more difficult than those for time-independent ones on infinite time intervals. A standard
approach for handling such a problem is to analyze the equivalent free-boundary prob-
lem for the infinitesimal (parabolic) operator of the underlying diffusion process. It was
shown by Peskir [41,42] (see also Gapeev and Peskir [20,21] and other following related
articles on optimal stopping problems for one-dimensional diffusion processes on finite
time intervals), by using the change-of-variable formula with local time on curves derived
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by Peskir [40], that the value functions and optimal stopping boundaries are uniquely char-
acterized by the parabolic free-boundary problemswhich are equivalent to the (systems of)
nonlinear integral equations for the boundaries.

Another class of such problems is formed by the optimal stopping problems for two-
dimensional diffusion processes with time-independent rewards on infinite-time intervals.
Such problems particularly appear in relation to the Bayesian sequential hypothesis testing
and quickest change-point (disorder) detection problems for observable diffusion pro-
cesses. It was shown in Gapeev and Shiryaev [23,24] that the sufficient statistics processes
containing the observable processes and the appropriated posterior probabilities as their
state space components are driven by the same (one-dimensional innovation) standard
Brownian motion, so that the original problems are equivalent to free-boundary problems
for partial differential operators of parabolic type. These problems of statistical sequential
analysiswere taken further and solved by Johnson andPeskir [31,32] for the cases ofmodels
with observable Bessel processes. It was shown, by using the change-of-variable formula
with local time on surfaces derived by Peskir [43], that the value functions and optimal
stopping boundaries are uniquely characterized by the parabolic-type free-boundary prob-
lems which are equivalent to the (systems of) nonlinear Fredholm integral equations for
the boundaries. Other optimal stopping problems for two-dimensional diffusion processes
were studied by Assing et al. [2], where the monotonicity and continuity of the value func-
tionswere proved by using time-change and coupling techniques.More recently, Ernst et al.
[16] solved the optimal stopping problem for a two-dimensional diffusion process related
to the optimal real-time detection of a drifting Brownian coordinate which is is equivalent
to a free-boundary problem the associated partial differential operator of elliptic type. The
important recent results in the area comprise the continuity of the optimal stopping bound-
aries in optimal stopping problems for two-dimensional diffusions proved by Peskir [44]
and the global C1-regularity of the value function in two-dimensional optimal stopping
problems studied by De Angelis and Peskir [9].

In the present paper, we study the necessarily two-dimensional optimal stopping prob-
lem of (7) which is associated with the one of (1) for the commodity spot price expressed
by a generalized geometric Brownianmotion having the drift rate described by the filtering
estimate of an unobservable continuous-time Markov chain with two states (Wonham fil-
ter). Such a hidden Markov model was proposed by Shiryaev [49, Chapter III, Section 4a]
for the description of interest rate dynamics, and then applied by Elliott andWilson [14] for
the computation of zero-coupon bondprices and other quantities in the interest rate frame-
work. First one-dimensional optimal stopping problems for the filtering estimate processes
were studied byBeibel and Lerche [18]. Somepreliminary results including themonotonic-
ity of the optimal stopping boundary and the verification assertion related to a different
optimal stopping problem in the samemodel with the resulting two-dimensional continu-
ous (strongMarkov) diffusion process were presented in Gapeev [19] (see also Gapeev and
Rodosthenous [22] for a study of another optimal stopping problem in the samemodel). In
contrast to the previous results, we give a rigorous proof of regularity of the optimal stop-
ping boundary as well as establish the continuous differentiability of the value function for
the optimal stopping problem of (7) that is crucial for the proof of the appropriate veri-
fication assertion. Note that such analytic properties of the candidate value function and
the optimal stopping boundary were not proved but just assumed in [19]. Observe that
closed-form solutions of other optimal stopping problems in the corresponding model
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with an observable two-state Markov chain were obtained by Guo [26], Guo and Zhang
[27], and Gapeev et al. [25], for the perpetual American standard and lookback (Russian)
option problems, respectively. Such problems inmodels with observable regime-switching
parameters were studied by Jobert andRogers [30] for an exponential diffusion-typemodel
with several states for the Markov chain, by Dalang and Hongler [8] for a model with a
two-state continuous-time Markov chain and no diffusion part, and by Jiang and Pistorius
[29] for an exponential jump-diffusion model, among others. Various analytic proper-
ties of value functions of optimal stopping problems in models with geometric Brownian
motions having unobservable regime-switching parameters were studied by Buffington
and Elliott [5] for the numerical approximation of the value function of an American
option in the corresponding extension of the Black-Merton-Scholes model, by Décamps
et al. [10] for the investment timing problem in amodel with a geometric Brownianmotion
having a random (Bernoulli) drift rate. Further properties of the value functions (includ-
ing numerical approximations for the optimal stopping boundaries) of the problems of
optimal liquidation of risky assets described by generalized geometric Brownian motions
with unobservable random drift rates were studied by Ekström and Lu [12] for the case
of a finite time horizon, and by Ekström and Vaicenavicius [13] for the case of a general
random drift rate.

The rest of the paper is organized as follows. In Section 2, we embed the original prob-
lem of (1) into the optimal stopping problem of (7) for the two-dimensional continuous
Markov diffusion process (X,�) defined in (2)–(3) and (4)–(6). It is shown that the opti-
mal stopping time τ∗ is expressed as the first time at which the commodity spot price
process X hits a lower stochastic boundary a∗(�) which represents a decreasing func-
tion of the running value of the filtering economic state estimate process� (Lemma 2.1).
In Section 3, we formulate the equivalent free-boundary problem for a partial differential
equation of parabolic type and present rigorous proofs of the facts that the optimal stop-
ping boundary is regular for the stopping region relative to the process (X,�) and the value
function of the optimal stopping problem is continuously differentiable in both variables
(Lemmata 3.1–3.4). In Section 4, in order to be able to apply the change-of-variable for-
mula derived in [43], we introduce an appropriate change of variables that allows to reduce
the resulting parabolic-type partial differential equation to the normal (or canonic) form.
We verify that the solution of the associated free-boundary problem provides the solution
of the initial optimal stopping problem (Lemma 4.1). We state the main result concern-
ing the rational valuation of the perpetual commodity equities in the considered hidden
Markov model (Theorem 4.2). We also give a closed-form solution to the optimal stop-
ping problem of (7) in terms of Gauss’ hypergeometric functions under certain relations
on the parameters of themodel, for the case of unobservable random (Bernoulli) drift rates
(Corollary 4.3). Finally, in Appendix, we derive a closed-form solution to the optimal stop-
ping problem of (A1) in the model with an observable Markov chain � (Corollary A.1),
which gives bounds for the value function and the optimal stopping boundary for the
original problem in the hidden Markov model.

2. Formulation of the problem

In this section, we introduce the setting and notation of the optimal stopping prob-
lem which is related to the pricing of perpetual commodity equities in the underlying
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diffusion-type model with unobservable convenience yield dynamics described by a
continuous-time Markov chain with two states.

2.1. Themodel with partial information

Let us assume that the process� has the initial distribution {1 − π ,π}, for π ∈ [0, 1], the
transition probability matrix {(λ0 e−(λ0+λ1)t + λ1)/(λ0 + λ1), λ0(1 − e−(λ0+λ1)t)/(λ0 +
λ1); λ1(1 − e−(λ0+λ1)t)/(λ0 + λ1), (λ1 e−(λ0+λ1)t + λ0)/(λ0 + λ1)}, and thus, the
intensity-matrix {−λ0, λ0; λ1,−λ1}, for all t ≥ 0 and some λi > 0, i = 0, 1, fixed. In other
words, theMarkov chain� changes its state from i to 1−i at exponentially distributed times
of intensity λi, for every i = 0, 1, which are independent of the dynamics of the standard
Brownian motion B. Such a process � is called a telegraphic signal in the literature (see,
e.g. [36, Chapter IX, Section 4] or [15, Chapter VIII]). It is shown by means of standard
arguments (see, e.g. [36, Chapter IX] or [15, Chapter VIII]) that the commodity spot price
process X from (2)–(3) admits the representation

dXt = (
r − δ0 − (δ1 − δ0)�t

)
Xt dt + σ Xt dBt (X0 = x) (4)

on its natural filtration (Ft)t≥0, while the filtering economic state estimate � = (�t)t≥0
defined by�t = E[�t |Ft] ≡ P(�t = 1 |Ft) solves the stochastic differential equation

d�t = (
λ0(1 −�t)− λ1�t

)
dt − δ1 − δ0

σ
�t(1 −�t) dBt (�0 = π) (5)

for some (x,π) ∈ (0,∞)× [0, 1] fixed. Here, the innovation process B = (Bt)t≥0 defined
by

Bt =
∫ t

0

dXs

σXs
− 1
σ

∫ t

0

(
r − δ0 − (δ1 − δ0)�s

)
ds (6)

is a standard Brownian motion, according to P. Lévy’s characterization theorem (see, e.g.
[36, Theorem 4.1]). It can be verified that (X,�) is a (time-homogeneous strong) Markov
process, under P with respect to its natural filtration (Ft)t≥0, as a unique strong solution
of the system of stochastic differential equations in (4)–(5) (see, e.g. [39, Theorem 7.2.4]).
Note that the model presented above which contains the observable process X and the
estimate process � of the continuous-time Markov chain � given running observations
is known as the Wonham filter in the literature (see [36, Chapter IX] for the derivation
of stochastic differential equations for the filtering estimates of continuous-time Markov
chains).

2.2. The optimal stopping problem

Suppose that an equity holder issues a perpetual defaultable bond (debt) at time 0. Assume
that the equity holder receives the cash flow (generated by assets of the commodity produc-
ing firm) being equal to the commodity spot price X and pays in return the fixed coupon
rate L to the holder of the bond for the opportunity to declare a default to the latter at some
random time τ which the former can choose. In this respect, the equity holder looks for
the exercise time τ∗ maximizing the expected cumulative discounted net payout related to
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the contract, so that the rational (or no-arbitrage) net present value of such a contingent
claim is given by the value V∗(x,π) of the optimal stopping problem

V∗(x,π) = sup
τ

Ex,π
[∫ τ

0
e−rs(Xs − L) ds

]
(7)

for some L>0 fixed, where Ex,π denotes the expectation with respect to the probability
measure Px,π under which the two-dimensional (time-homogeneous strong) Markov pro-
cess (X,�) starts at some (x,π) ∈ (0,∞)× [0, 1]. We assume that the supremum in (7)
is taken over all stopping times τ with respect to the filtration (Ft)t≥0. It follows from the
results of [7, Theorem 4.1] based on the solutions of the associated (doubly) reflected back-
ward stochastic differential equations that the optimal stopping problem of (7) has a value,
for each (x,π) ∈ (0,∞)× [0, 1] fixed. In this paper, we study analytic properties of the
value function of (7) in the two-dimensional diffusion model of (X,�) defined in (2)–(3)
and (4)–(6). It follows from the explicit form of the process X in (2)–(3) and the represen-
tations for the processes X and � in (4)–(5) that the discounted process (e−rtXt)t≥0 is a
strict supermartingale closed at zero, under the assumption that δi > 0, for i = 0, 1, and
thus, the value function in (7) is finite, for each (x,π) ∈ (0,∞)× [0, 1] fixed. By virtue
of the results of general theory of optimal stopping problems for Markov processes, the
optimal stopping time τ∗ in the problem of (7) should have the form

τ∗ = inf
{
t ≥ 0

∣∣V∗(Xt ,�t) = 0
}

(8)

so that the corresponding continuation and stopping regions C∗ and D∗ are given by

C∗ = {
(x,π) ∈ (0,∞)× [0, 1]

∣∣V∗(x,π) > 0
}

(9)

and

D∗ = {
(x,π) ∈ (0,∞)× [0, 1]

∣∣V∗(x,π) = 0
}

(10)

respectively (see, e.g. [45, Chapter I, Subsection 2.2]). We prove in Subsection 3.1 below
that V∗(x,π) is a continuous function, so that the set C∗ is open and the set D∗ is closed.

2.3. The structure of optimal stopping times

Let us now show the form of the optimal stopping time τ∗ in (8) and clarify the structure of
the associated continuation and stopping regions C∗ and D∗ in (9) and (10), respectively.
Fromnowon, we assumewithout loss of generality that the inequality δ0 > δ1 holds. In this
case, it follows from the explicit form of the process X in (2)–(3) and the representations
for the processes X and � in (4)–(5) as well as from the comparison results for solutions
of (one-dimensional time-homogeneous) stochastic differential equations (see, e.g. [17,
Theorem 1]) that the function V∗(x,π) in (7) is increasing in the both variables x and π
on (0,∞) and [0, 1], respectively. In the rest of this section, we indicate by (X(x,π),�(π))
the dependence of the process (X,�) defined in (4) and (5) on the starting point (x,π) ∈
(0,∞)× [0, 1].

Lemma 2.1: Suppose that the processes X and � are defined by (2)–(3) and (4)–(6), with
r>0, δ0 > δ1 > 0, σ > 0, and λi ≥ 0, for i = 0, 1. Then, the optimal stopping time τ∗
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from (8) in the problem of (7), for some L>0 fixed, admits the representation

τ∗ = inf
{
t ≥ 0

∣∣Xt ≤ a∗(�t)
}

(11)

so that the continuation and stopping regions C∗ and D∗ in (9) and (10) take the forms

C∗ = {
(x,π) ∈ (0,∞)× [0, 1]

∣∣ x > a∗(π)
}

(12)

and

D∗ = {
(x,π) ∈ (0,∞)× [0, 1]

∣∣ x ≤ a∗(π)
}

(13)

respectively. Here, a∗(π) is a function satisfying the properties

a∗(π) : [0, 1] → (0, L] is decreasing and f∗(i) ≤ a∗(i) ≤ L holds, for i ∈ {0, 1}, (14)

where f∗(i), for i = 0, 1, are determined from the expressions in (A25) and (A26)with (A12)
below.

Proof: We first observe from the form of the integrand in the expression of (7) that it is
not optimal for the equity holder to exercise the contract when Xt ≥ L, for t ≥ 0. This fact
means that the points (x,π) ∈ [L,∞)× [0, 1] belong to the continuation region C∗ in (9).
On the other hand, the structure of the reward in the expression of (7) also implies that the
equity holder should exercise the contract at some time when Xt ≤ L, for t ≥ 0. This fact
means that the points (x,π) ∈ (0, L] × [0, 1] cover the stopping region D∗ in (10).

Let us nowfix some (x,π) ∈ C∗ such that x<Lholds, and consider the optimal stopping
time τ∗ = τ∗(x,π) for the equity holder. Then, by means of the results of general optimal
stopping theory for Markov processes (see, e.g. [45, Chapter I, Section 2.2]), we conclude
from the structure of the continuation region C∗ in (9) and the form of the stopping time
in (8) as well as from the equality in (7) that the expression

V∗(x,π) = Ex,π
[∫ τ∗

0
e−rs(X(x,π)s − L

)
ds
]
> 0 (15)

holds. Hence, taking any x′ such that x < x′ ≤ L and π < π ′ and using the property that
the function V∗(x,π) is increasing in x and π on (0,∞) and [0, 1], we obtain from the
expression in (15) that the inequalities V∗(x′,π ′) ≥ V∗(x,π) > 0 are satisfied, so that
(x′,π ′) ∈ C∗ too. On the other hand, if we assume that (x,π) ∈ D∗ such that x<L, using
arguments similar to the ones above, we obtain that V∗(x′′,π ′′) ≤ V∗(x,π) = 0 holds, for
all x′′ ≤ x < L and π ′′ ≤ π , so that (x′′,π ′′) ∈ D∗. Therefore, we may conclude that the
optimal stopping time τ∗ has the form of (11), where the left-hand boundary function
a∗(π) is decreasing on [0, 1], thus proving the claim. Note that the existence of such a
boundary a∗(π) can also be deduced from the convexity of the function x 
→ V∗(x,π) on
(0,∞), for each π ∈ [0, 1] fixed.

It is shown in Appendix below that the functionW∗(x, i) from (A1) admits the explicit
expressions in (A27) and (A28) with (A22)–(A24) and the associated optimal stopping
time ζ∗ is given by (A2), where the numbers f∗(i), for i = 0, 1, are uniquely determined
from the expressions in (A25) and (A26) with (A12). If we suppose that a∗(i) < f∗(i)
holds, for some i = 0, 1, then, for each x ∈ (a∗(i), f∗(i)) given and fixed, we would have
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Figure 1. A computer drawing of the optimal exercise boundary a∗(π).

V∗(x, i) > 0 = W∗(x, i), contradicting the obvious fact that V∗(x, i) ≤ W∗(x, i), for all
x>0 and every i = 0, 1. Note that the latter inequality holds, since the supremum in (7) is
taken over all stopping times τ with respect to the filtration (Ft)t≥0 which is smaller than
the corresponding filtration (Gt)t≥0 for the supremum over all stopping times ζ in (A1).
Thus, we may conclude that the inequality f∗(i) ≤ a∗(i) should hold, for every i = 0, 1
(see Figure 1 below for a computer drawing of the optimal stopping boundaries a∗(π), for
π ∈ [0, 1], and f∗(i), for i = 0, 1).

�

3. Preliminaries

In this section, we derive analytic properties for the value function of the optimal stopping
problemwhich are necessary for the proof of themain results of the paper stated below.We
start with the formulation of a free-boundary problem which is equivalent to the original
optimal stopping problem.

3.1. The free-boundary problem

By means of standard arguments based on an application of Itô’s formula (see, e.g. [Chap-
ter V, Section 5.1, 33] or [Theorem 7.5.4, 39]), it is shown that the infinitesimal operator
L(X,�) of the process (X,�) solving the stochastic differential equations in (4)–(5) has the
structure

L(X,�) = (
r − δ0 − (δ1 − δ0)π

)
x ∂x + σ 2x2

2
∂xx − (δ1 − δ0)xπ(1 − π)∂xπ

+ (
λ0(1 − π)− λ1 π

)
∂π + 1

2

(
δ1 − δ0

σ

)2
π2(1 − π)2∂ππ (16)

for all (x,π) ∈ (0,∞)× (0, 1). In order to characterize the unknown value function
V∗(x,π) from (7) and the unknown boundary a∗(π) from (11), we may use the results
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of general theory of optimal stopping problems for continuous time Markov processes
(see, e.g. [45, Chapter IV, Section 8]) and formulate the following associated free-boundary
problem

(L(X,�)V − rV)(x,π) = −(x − L) for x > a(π) (17)

V(x,π)
∣∣
x=a(π) = 0 (instantaneous stopping) (18)

Vx(x,π)
∣∣
x=a(π) = 0 and Vπ(x,π)

∣∣
x=a(π) = 0 (smooth fit) (19)

V(x,π) = 0 for x < a(π) (20)

V(x,π) > 0 for x > a(π) (21)

(L(X,�)V − rV)(x,π) < −(x − L) for x < a(π) (22)

for π ∈ (0, 1). Observe that the superharmonic characterization of the value function (see,
e.g. [45, Chapter IV, Section 9]) implies that V∗(x,π) is the smallest function satisfy-
ing (17)–(18) and (20)–(21) with the boundary a∗(π). Note that the inequality in (22)
follows directly from the assertion of Lemma2.1whichwas proved in Subsection 2.3 above.

3.2. Continuity of the value function

Let us now show that the value functionV∗(x,π) in (7) is continuous at any point (x,π) ∈
(0,∞)× [0, 1]. In order to deduce this property, it is enough to prove the following
assertion.

Lemma 3.1: The value function V∗(x,π) of the optimal stopping problem in (7) has the
properties

x 
→ V∗(x,π) is continuous at x′ uniformly over π ∈ [π ′ − ε,π ′ + ε] (23)

π 
→ V∗(x′,π) is continuous at π ′ (24)

for every (x′,π ′) ∈ (0,∞)× (0, 1) given and fixed, with some ε > 0 small enough.

Proof: In order to deduce the property of (23), let us fix some x1 ≤ x2 in [x′ − ε, x′ + ε]
and π ∈ [π ′ − ε,π ′ + ε] such that the associated square belongs to (0,∞)× [0, 1]. We
consider τ∗ = τ∗(x1,π) the optimal stopping time in (7) for the starting point (x1,π) of
the process (X,�). Then, taking into account the explicit form of the process X in (2)–(3)
and the representations for the processes X and � in (4)–(5) as well as the fact that the
left-hand boundary a∗(π) from (11) is a decreasing function, under the assumption that
δ0 > δ1, we get

0 ≤ V∗(x2,π)− V∗(x1,π)

≤ E
[∫ τ∗

0
e−rs(X(x2,π)s − L

)
ds
]

− E
[∫ τ∗

0
e−rs(X(x1,π)s − L

)
ds
]

= E
[∫ τ∗

0
e−rs(X(x2,π)s − X(x1,π)s

)
ds
]

= (x2 − x1)E
[∫ τ∗

0
e−rs X(1,π)s ds

]
(25)

where the last expectation is finite, for all x1 and x2 from [x′ − ε, x′ + ε]. Here, we recall
that (X(x,π),�(π)) indicates the dependence of the process (X,�) on the starting point
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(x,π) ∈ (0,∞)× [0, 1]. Observe that the right-hand side in (25) convergesmonotonically
to zero as x1 approaches x2, independently of π ∈ [π ′ − ε,π ′ + ε] for any ε > 0 fixed, so
that the property in (23) holds.

In order to deduce the property of (24), let us fix π1 ≤ π2 in [π ′ − ε,π ′ + ε] such that
the associated interval belongs to [0, 1]. We now denote by τ∗ = τ∗(x′,π1) the optimal
stopping time in (7) for the starting point (x′,π1) of the process (X,�). Then, taking
into account the explicit form of the process X in (2)–(3) and the representations for the
processes X and� in (4)–(5), we get

0 ≤ V∗(x′,π2)− V∗(x′,π1)

≤ E
[∫ τ∗

0
e−rs(X(x′,π2)

s − L
)
ds
]

− E
[∫ τ∗

0
e−rs(X(x′,π1)

s − L
)
ds
]

= E
[∫ τ∗

0
e−rs(X(x′,π2)

s − X(x
′,π1)

s
)
ds
]

= x′ E
[∫ τ∗

0
e−rs(X(1,π2)s − X(1,π1)s

)
ds
]

(26)

where the last expectation is finite as the one in (25), for allπ1 andπ2 from [π ′ − ε,π ′ + ε],
and we have, under the assumption that δ0 > δ1, that

X(1,π2)t − X(1,π1)t = X(1,π1)t

(
X(1,π2)t

X(1,π1)t
− 1

)

= X(1,π1)t

(
exp

(∫ t

0
(δ0 − δ1)

(
�(π2)s −�(π1)s

)
ds
)

− 1
)

(27)

for all t ≥ 0. Here, �(π) indicates the dependence of the process � on the starting point
π ∈ [0, 1]. Hence, by using the comparison results for strong solutions of stochastic differ-
ential equations from [17, Theorem 1] and applying the Lebesgue dominated convergence
theorem, we may conclude that the right-hand side in (26) converges to zero as π1
approaches π2, for any ε > 0 fixed, so that the property in (24) holds. This fact particularly
means that the instantaneous-stopping condition of (18) above is satisfied. �

3.3. Regularity of the optimal stopping boundary

Let us now prove the regularity of the boundary ∂C∗ of the continuation region in (12).

Lemma 3.2: The boundary ∂C∗ of the continuation region in (12) is regular for the stopping
region D∗ in (13) relative to the process (X,�) defined in (2)–(3) and (4)–(6), under δ0 > δ1.

Proof: By virtue of the sample path structure and distributional properties of the two-
dimensional diffusion processes (X,�) from (4)–(5) started at a point (x′,π ′), for some
(x′,π ′) ∈ (0,∞)× (0, 1) fixed, and an infinitesimally small deterministic time interval
,
we observe that the representations

X
 = x′ + (
r − δ0 − (δ1 − δ0)π

′)x′
+ σ x′
B + o(
) as
 ↓ 0 (P−a.s.) (28)

and

�
 = π ′ + (
λ0(1 − π ′)− λ1 π

′)
− δ1 − δ0

σ
π ′(1 − π ′)
B + o(
) as
 ↓ 0 (P−a.s.)

(29)
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hold, wherewe set
B = B
, and o(
)denotes a random function satisfying o(
)/
 → 0
as 
 ↓ 0 (P-a.s.). Recall that 
B ≡ B
 ∼ Z

√

 as 
 ↓ 0 (P-a.s.), where Z is a standard

normal random variable. Then, starting from the point (x′,π ′) and letting the process
(X,�) evolve for an infinitesimal amount of time 
, we see that the process moves
infinitesimally along the direction(

X
 − x′,�
 − π ′) ∼
(
σ x′ Z

√

,−δ1 − δ0

σ
π ′(1 − π ′)Z

√



)
as
 ↓ 0 (P−a.s.)

(30)
for any point (x′,π ′) ∈ (0,∞)× (0, 1) fixed. In other words, the two-dimensional process
(X,�)moves along either the South-West or the North-East direction in the plane, under
the assumption that δ0 > δ1. Hence, combining this fact with the fact that the boundary
a∗(π) is decreasing and taking into account the fact that the local drift of the process (X,�)
has the order of 
, we may conclude that the first hitting time τ∗(x′,π ′) to the stopping
set D∗ converges to zero (P-a.s.) as the point (x′,π ′) approaches the point (x,π) such that
x = a∗(π). This fact exactly means that all the points of the boundary ∂C∗ are regular for
the stopping region D∗ relative to the process (X,�) (see, e.g. [39, Subsection 9.2] for an
extensive discussion on this point and other references to the related literature). �

3.4. Smooth-fit conditions for the value function

Let us now show that the value function V∗(x,π) in (7) satisfies the smooth-fit conditions
of (19) above.

Lemma 3.3: The value function V∗(x,π) of the optimal stopping problem in (7) satisfies the
smooth-fit conditions of (19).

Proof: Let us further consider a point (x,π) ∈ (0, L] × (0, 1) at the boundary ∂C∗, so
that x = a∗(π) and V∗(x,π) = 0 holds. In order to derive the property in the left-hand
part of (19), we first observe directly from the structure of the continuation region in (9)
and (12) that the inequality

lim inf
ε↓0

V∗(x + ε,π)− V∗(x,π)
ε

≥ 0 (31)

is satisfied, due to the fact that V∗(x + ε,π) ≥ 0 holds. Let us now denote by τ 1ε = τ∗(x +
ε,π) the optimal stopping time in (7) for the starting point (x + ε,π) of the process (X,�),
with some ε > 0 small enough. Then, taking into account the explicit form of the process
X in (2)–(3) and the representations for the processes X and� in (4)–(5) as well as the fact
that the left-hand boundary a∗(π) from (11) is a decreasing function, we get

V∗(x + ε,π)− V∗(x,π)

≤ E

[∫ τ 1ε

0
e−rs(X(x+ε,π)s − L

)
ds

]
− E

[∫ τ 1ε

0
e−rs(X(x,π)s − L

)
ds

]

= E

[∫ τ 1ε

0
e−rs(X(x+ε,π)s − X(x,π)s

)
ds

]
= ε E

[∫ τ 1ε

0
e−rs X(1,π)s ds

]
(32)
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where the last expectation is positive and finite, for any ε > 0 small enough. Hence, by
using the fact that τ 1ε → 0 (P-a.s.) as ε ↓ 0 due to the regularity of the boundary ∂C∗ for the
region D∗ relative to (X,�), and applying the Lebesgue dominated convergence theorem,
we obtain that the inequality

lim sup
ε↓0

V∗(x + ε,π)− V∗(x,π)
ε

≤ 0 (33)

holds. Thus, getting the inequalities in (31) and (33) together, we conclude that the smooth-
fit condition in the left-hand part of (19) above is satisfied.

In order to derive the property in the right-hand part of (19), we first observe directly
from the structure of the continuation region in (9) and (12) that the inequality

lim inf
ε↓0

V∗(x,π + ε)− V∗(x,π)
ε

≥ 0 (34)

is satisfied, due to the fact that V∗(x,π + ε) ≥ 0 holds. Let us finally denote by τ 2ε =
τ∗(x,π + ε) the optimal stopping time in (7) for the starting point (x,π + ε) of the pro-
cess (X,�), with some ε > 0 small enough. Then, taking into account the explicit form of
the process X in (2)–(3) and the representations for the processes X and � in (4)–(5), by
applying Itô’s formula to the process�/(1 −�), we get

V∗(x,π + ε)− V∗(x,π)

≤ E

[∫ τ 2ε

0
e−rs(X(x,π+ε)

s − L
)
ds

]
− E

[∫ τ 2ε

0
e−rs(X(x,π)s − L

)
ds

]

= E

[∫ τ 2ε

0
e−rs(X(x,π+ε)

s − X(x,π)s
)
ds

]

= x E

[∫ τ 2ε

0
e−rs(X(1,π+ε)

s − X(1,π)s
)
ds

]
(35)

where the last expectation is positive and finite, for any π ∈ (0, 1) and ε > 0 small enough,
under the assumption that δ0 > δ1, and we have

X(1,π+ε)
t − X(1,π)t

= X(1,π)t

(
X(1,π+ε)
t

X(1,π)t
− 1

)

= X(1,π)t

(
exp

(∫ t

0
(δ0 − δ1)

(
�(π+ε)

s −�(π)s
)
ds
)

− 1
)

= X(1,π)t

(
exp

(∫ t

0
(δ0 − δ1)�

(π)
s (1 −�(π+ε)

s )

(
�
(π+ε)
s (1 −�

(π)
s )

(1 −�
(π+ε)
s )�

(π)
s

− 1

)
ds

)
− 1

)
(36)
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and

�
(π−ε)
t (1 −�

(π)
t )

(1 −�
(π−ε)
t )�

(π)
t

= (π − ε)(1 − π)

(1 − π − ε)π

× exp

(∫ t

0

(
λ0(1 −�

(π−ε)
s )− λ1�

(π−ε)
s

�
(π−ε)
s (1 −�

(π−ε)
s )

− λ0(1 −�
(π)
s )− λ1�

(π)
s

�
(π)
s (1 −�

(π)
s )

+ (δ0 − δ1)
2

σ 2

(
�(π−ε)

s −�(π)s
))

ds

)
(37)

for all t ≥ 0. Note that we can take into account the dependence structure of the solution�
of the stochastic differential equation in (5) on its starting point andprovide the appropriate
Taylor’s expansions for the exponential functions in (36) and (37). Hence, by using the fact
that τ 2ε → 0 (P-a.s.) as ε ↓ 0 due to the regularity of the boundary ∂C∗ for the region D∗
relative to (X,�) and applying the Lebesgue dominated convergence theorem, we obtain
that the inequality

lim sup
ε↓0

V∗(x,π + ε)− V∗(x,π)
ε

≤ 0 (38)

holds. Thus, getting the inequalities in (34) and (38) together, we conclude that the smooth-
fit condition in the right-hand part of (19) above is satisfied. �

3.5. Continuous differentiability of the value function

Let us now show that the value function V∗(x,π) in (7) is continuously differentiable on
the whole state space of the process (X,�).

Lemma 3.4: The value function V∗(x,π) of the optimal stopping problem in (7) belongs to
the class C1,1 on (0,∞)× (0, 1).

Proof: We first recall that, by virtue of the strong Markov property of the process (X,�),
it is shown that the value function V∗(x,π) solves the parabolic-type partial differential
equation of (16)+(17) (with degenerate coefficients), so thatV∗(x,π) surely belongs at least
to the class C1,1 on the continuation region C∗ in (12). In this respect, it remains for us to
prove that the partial derivatives (V∗)x(x,π) and (V∗)π (x,π) are continuous functions
at the boundary ∂C∗. For this purpose, we will show the existence of other directional
derivatives ofV∗(x,π) along the boundary ∂C∗ following the schema of arguments used in
[31, Section 11] combinedwith the ones of Lemma 3.3 above. Note that themethod applied
below allows to prove the assertion for any point (x,π) of the state space (0,∞)× (0, 1)
of the process (X,�).

On one hand, we need to show that the property

lim
n→∞(V∗)x(xn,πn) = 0 (39)

holds, for any sequence (xn,πn)n∈N tending to (x,π) as n → ∞ such that x = a∗(π). Since
we have V∗(xn,πn) = 0, for (xn,πn) ∈ D∗, and the conditions of (19) hold at x = a∗(π),
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there is no restriction to assume that (xn,πn) ∈ C∗, for every n ∈ N. Let us first show that
the inequality

lim inf
n→∞ (V∗)x(xn,πn) = lim inf

n→∞ lim
ε↓0

V∗(xn + ε,πn)− V∗(xn,πn)
ε

≥ 0 (40)

holds. In this case, we observe from the first identity in (40) that one can choose subse-
quences (xnk ,πnk)k∈N and (εk)k∈N such that

lim inf
n→∞ (V∗)x(xn,πn) = lim

k→∞
V∗(xnk + εk,πnk)− V∗(xnk ,πnk)

εk
(41)

with (xnk + εk,πnk)k∈N tending to (x,π) as k → ∞. Let us consider τ 1k = τ∗(xnk ,πnk) the
optimal stopping time for the value function V∗(xnk ,πnk), for every k ∈ N. Then, taking
into account the structure of the continuation region in (9) and (12) as well as the explicit
form of the process X in (2)–(3) and (4), we find that

V∗(xnk + εk,πnk)− V∗(xnk ,πnk)

≤ E

[∫ τ 1k

0
e−rs(X(xnk+εk,πnk )s − L

)
ds

]
− E

[∫ τ 1k

0
e−rs(X(xnk ,πnk )s − L

)
ds

]

= E

[∫ τ 1k

0
e−rs(X(xnk+εk,πnk )s − X

(xnk ,πnk )
s

)
ds

]
= εk E

[∫ τ 1k

0
e−rs X

(1,πnk )
s ds

]
(42)

where the last expectation is positive and finite, for every k ∈ N. Hence, letting k → ∞ and
recalling the fact that τ 1k → 0 (P-a.s.) as k → ∞ due to the regularity of the boundary ∂C∗
for the regionD∗ in (13) relative to (X,�), we see by the Lebesgue dominated convergence
theorem that the expression in (42) combined with the one in (41) implies the desired one
in (40). Thus, it remains for us to show that the inequality

lim sup
n→∞

(V∗)x(xn,πn) = lim sup
n→∞

lim
ε↓0

V∗(xn + ε,πn)− V∗(xn,πn)
ε

≤ 0 (43)

holds too. For this purpose, we observe from the first identity in (43) that one can choose
subsequences (xnk ,πnk)k∈N and (εk)k∈N such that

lim sup
n→∞

(V∗)x(xn,πn) = lim
k→∞

V∗(xnk + εk,πnk)− V∗(xnk ,πnk)
εk

(44)

with (xnk + εk,πnk)k∈N tending to (x,π) as k → ∞. Let us consider τ 2k = τ∗(xnk +
εk,πnk) the optimal stopping time for the value functionV∗(xnk + εk,πnk), for every k ∈ N.
Then, by virtue of the explicit form of the process X in (2)–(3) and the representations for
the processes X and� in (4)–(5), we find in the same way as in (32) above that

V∗(xnk + εk,πnk)− V∗(xnk ,πnk) ≤ εk E

[∫ τ 2k

0
e−ru X

(1,πnk )
u du

]
(45)

where the last expectation is positive and finite, for every k ∈ N. Hence, letting k → ∞
and recalling the fact that τ 2k → 0 (P-a.s.) as k → ∞ due to the regularity of the boundary
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∂C∗ for the region D∗ relative to (X,�), we see by the Lebesgue dominated convergence
theorem that the expression in (45) combined with the one in (44) implies the desired one
in (43). Therefore, getting the inequalities in (40) and (43) together, we obtain the property
of (39).

On the other hand, we need to show that the property

lim
n→∞(V∗)π (xn,πn) = 0 (46)

holds, for any sequence (xn,πn)n∈N tending to (x,π) as n → ∞. Since we have
V∗(xn,πn) = 0, for (xn,πn) ∈ D∗ and the conditions of (19) hold at x = a∗(π), we assume
again that (xn,πn) ∈ C∗, for every n ∈ N. Then, we conclude from the structure of the
continuation region in (9) and (12) that the inequality

lim inf
n→∞ (V∗)π (xn,πn) = lim inf

n→∞ lim
ε↓0

V∗(xn,πn + ε)− V∗(xn,πn)
ε

≥ 0 (47)

holds. Thus, it remains for us to show that the inequality

lim sup
n→∞

(V∗)π (xn,πn) = lim sup
n→∞

lim
ε↓0

V∗(xn,πn + ε)− V∗(xn,πn)
ε

≤ 0 (48)

holds too. In this case, we observe from the first identity in (48) that one can choose
subsequences (xnk ,πnk)k∈N and (εk)k∈N such that

lim sup
n→∞

(V∗)π (xn,πn) = lim
k→∞

V∗(xnk ,πnk + εk)− V∗(xnk ,πnk)
εk

(49)

with (xnk ,πnk + εk)k∈N tending to (x,π) as k → ∞. Let us consider τ 3k = τ∗(xnk ,πnk +
εk) the optimal stopping time for the value function V∗(xnk ,πnk + εk), for every k ∈ N.
Then, taking into account the explicit form of the process X in (2)–(3) and the repre-
sentations for the processes X and � in (4)–(5), by applying Itô’s formula to the process
�/(1 −�), we find in the same way as in (35) with (36)–(37) above that

V∗(xnk ,πnk + εk)− V∗(xnk ,πnk) ≤ xnk E

[∫ τ 3k

0
e−rs(X(1,πnk+εk)s − X(1,πk)s

)
du

]
(50)

where the last expectation is positive and finite, under δi > 0, for i = 0, 1, for every k ∈ N.
Hence, letting k → ∞ and recalling the fact that τ 3k → 0 (P-a.s.) as k → ∞ due to the
regularity of the boundary ∂C∗ for the regionD∗ relative to (X,�), by means of arguments
similar to the ones used in the end of the previous subsection, we see by the Lebesgue
dominated convergence theorem that the expression in (50) combined with the one in (49)
implies the desired one in (48). Therefore, getting the inequalities in (47) and (48) together,
we obtain the property of (46). �

4. Main results and proofs

In this section, we make the appropriate change of variables and provide the appropri-
ate verification assertion which constitute the proof of the main result of the paper stated
below.
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4.1. The change of variables

In order to provide the analysis of the free-boundary problem in (17)–(22) and be able
to apply the change-of-variable formula from [43] in the verification assertion below, we
introduce an appropriate change of variables to reduce the infinitesimal operator of the pro-
cess (X,�) from (16) to the normal (or canonic) form and reformulate the initial optimal
stopping problem within the new coordinates. For this purpose, let us define the process
Y = (Yt)t≥0 by

Yt = X−η
t �t

1 −�t
with η = δ0 − δ1

σ 2 so that �t = Xηt Yt

1 + Xηt Yt
(51)

for all t ≥ 0. Then, by applying Itô’s formula to the expressions in (51), we get from the
representations in (4)–(6) that the process (X,Y) solves the system of stochastic differential
equations

dXt =
(
r − δ0 − (δ1 − δ0)

Xηt Yt

1 + Xηt Yt

)
Xt dt + σ Xt dBt (X0 = x) (52)

and

dYt =
(
(λ0 − λ1X

η
t Yt)(1 + Xηt Yt)

Xηt Yt
− ξ

)
Yt dt

(
Y0 = y ≡ x−ηπ

1 − π

)
(53)

with

ξ = η

2
(2r − δ0 − δ1 − σ 2) (54)

for any (x, y) ∈ (0,∞)2 (see, e.g. [19,24], or [31] among others for similar transformations
of variables). It is seen from the form of the stochastic differential equation in (53) that the
processY started at y>0 is of bounded variation.More precisely, if the inequalityXηt Yt < ν

holds with

ν = 1
2λ1

(√
(λ1 − λ0 + ξ)2 + 4λ0λ1 − (λ1 − λ0 + ξ)

)
> 0 (55)

for t ≥ 0, then the processY is increasing, while if the inequalityXηt Yt > ν holds, for t ≥ 0,
then the process Y is decreasing.

Observe that, for any (x,π) ∈ (0,∞)× (0, 1) fixed, the value function of the optimal
stopping problem in (7) takes the form V∗(x,π) = U∗(x, x−ηπ/(1 − π)) with

U∗(x, y) = sup
τ

Ex,y
[∫ τ

0
e−rs(Xs − L) ds

]
(56)

where Ex,y denotes the expectation taken under the assumption that the two-dimensional
Markov process (X,Y) satisfying the stochastic differential equations in (52)–(53) starts
at some (x, y) ∈ (0,∞)2. We note from the relations in (51) that there exists a one-to-one
correspondence between the processes (X,�) and (X,Y), so that the supremum in (56) is
equivalently taken over all stopping times τ with respect to the natural filtration of (X,Y)
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which coincides with (Ft)t≥0. It thus follows from the expression in (11) that the stopping
time τ∗ in (56) can be expressed as

τ∗ = inf
{
t ≥ 0

∣∣Xt ≤ g∗(Yt)
}

(57)

so that the continuation C∗ in (9) corresponds to

F∗ = {
(x, y) ∈ (0,∞)2

∣∣ x > g∗(y)
}

(58)

with some function 0 < g∗(y) ≤ L, for y>0. In order to provide relations between the
functions a∗(π) and g∗(y), we follow the line of arguments around [31, Formula (11.20)]
to see that, for each y>0 fixed, there exists a unique π ∈ (0, 1) such that the equality

x = a∗(π) =
(

π

y(1 − π)

)1/η
= g∗(y) (59)

holds. In this case, we observe that the first equality in (59) takes the form π = a−1∗ (x),
where a−1∗ (x) is understood as a generalized inverse of the function a∗(π). Then, it follows
from the change of variables introduced in (51) that the latter equality is equivalent to

xηy
1 + xηy

= a−1
∗ (x) so that y = a−1∗ (x)

xη(1 − a−1∗ (x))
≡ h∗(x) (60)

for each y>0 fixed. Hence, we may conclude that the function h∗(x) from (60) is positive
and decreasing, and thus, we can define g∗(y) = h−1∗ (y), for each y>0 fixed, where h−1∗ (y)
is a generalized inverse of the function h∗(x). In this view, by virtue of the fact proved in
Lemma 2.1 that the boundary a∗(π) in the expressions of (11) and (12)–(13) is monotone,
we may conclude that the boundary g∗(y) in the expressions of (57) and (58) is of bounded
variation. On the other hand, we obtain from the change of variables in (51) that the last
equality in (59) takes the form

x−ηπ
1 − π

= g−1
∗ (x) so that π = xηg−1∗ (x)

1 + xηg−1∗ (x)
≡ b∗(x) (61)

for each π ∈ (0, 1) fixed. Therefore, we may conclude that the function b∗(x) from (61)
is positive and decreasing, and thus, we can define a∗(π) = b−1∗ (π), for each π ∈ (0, 1)
fixed, where b−1∗ (π) is a generalized inverse of the function b∗(x).

By means of standard arguments based on an application of Itô’s formula, it is shown
that the infinitesimal operatorL(X,Y) of the process (X,Y) solving the stochastic differential
equations in (52)–(53) has the structure

L(X,Y) =
(
r − δ0 − (δ1 − δ0)

xηy
1 + xηy

)
x ∂x + σ 2x2

2
∂xx

+
(
(λ0 − λ1xηy)(1 + xηy)

xηy
− ξ

)
y ∂y (62)

with ξ given by (54), for all (x, y) ∈ (0,∞)2. In this case, according to the system
in (17)–(22) above, the unknown value function U∗(x, y) from (56) and the unknown
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boundary g∗(y) from (57) can be characterized by the following associated free-boundary
problem

(L(X,Y)U − rU)(x, y) = −(x − L) for x > g(y) (63)

U(x, y)
∣∣
x=g(y) = 0 (instantaneous stopping) (64)

Ux(x, y)
∣∣
x=g(y) = 0 and Uy(x, y)

∣∣
x=g(y) = 0 (smooth fit) (65)

U(x, y) = 0 for x < g(y) (66)

U(x, y) > 0 for x > g(y) (67)

(L(X,Y)U − rU)(x, y) < −(x − L) for x < g(y) (68)

for y>0. We recall that the existence of the value of the optimal stopping problem in (56)
follows from the results of [7, Theorem 4.1] and the one-to-one correspondence between
the processes (X,�) and (X,Y). Then, by virtue of the strong Markov property of the
process (X,Y), it is shown that the value function U∗(x, y) from (56) solves the parabolic-
type partial differential equation in (62)+(63). Hence, taking into account the regularity
of the points of the optimal exercise boundary ∂C∗ for the stopping region D∗ relative to
the process (X,�), we may conclude from the results on parabolic-type partial differential
equations (see, e.g. [35, Chapter V]) combined with standard applications of Itô’s formula
and Doob’s optional sampling theorem (see, e.g. [45, Chapter III, Subsection 7.3]) that the
value function U∗(x, y) belongs to the class C2,1 in the region F∗ ∩ ((0,∞)2 \ E) which
naturally coincides with the closure of F∗, because the set E = {(x, y) ∈ (0,∞)2 | xηy = ν}
is thin, where the region F∗ has the form of (58) and ν is given by (55). Moreover, by virtue
of the regularity of the value function proved in Lemmata 3.1–3.4 and the bijective and
smooth change of variables introduced in (51), it follows that the instantaneous-stopping
and smooth-fit conditions of (64) and (65) hold for the value function U∗(x, y) too.

4.2. The verification lemma

In order to formulate and prove themain results of the paper, taking into account the struc-
ture of the partial differential equation in (62)+(63) as well as the instantaneous-stopping
and smooth-fit conditions in (64) and (65), we observe that the second-order derivative
(U∗)xx(x, y) admits a continuous extension to the closure of the appropriate continuation
region F∗ from (58). This fact means that, by virtue of the regularity of the boundary ∂C∗
forD∗ relative to (X,�) proved in Lemma 3.2 above, the functionU∗(x, y) admits a natural
extension in the class C2,1 in the closure of the region F∗ ∩ ((0,∞)2 \ E) which naturally
coincides with the closure of F∗ with E = {(x, y) ∈ (0,∞)2 | xηy = ν} and ν given by (55).
Moreover, by virtue of the results of [44, Theorem 3], it follows from the regularity of
the value function U∗(x, y) and the expressions in (60) and (61) that the boundary g∗(y)
in (58) is a continuous function (of bounded variation). Recall the property that the pro-
cessY ismonotone outside the curve E = {(x, y) ∈ (0,∞)2 | xηy = ν}with ν given by (55).
In this case, it can be shown by means of arguments similar to the ones applied in part
1 of the proof of [31, Theorem 19] that there exists a sequence of piecewise-monotone
processes Yn = (Yn

t )t≥0, n ∈ N, which converges to Y in P-probability on compact time
intervals from [0,∞), and the sequence of total variations of Yn, n ∈ N, also converges
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in P-probability to the one of Y, on each interval [0,T], for any T>0 fixed, as n → ∞.
Note that, without loss of generality, the processes Yn, n ∈ N, can be assumed to be con-
tinuous, by virtue of possible applications of standard straight-line approximations. Since
each of the resulting continuous processes g∗(Yn) is of bounded variation, so that it is a
continuous semimartingale, the change-of-variable formula from [43, Theorem 3.1] can be
applied to the process e−rtU(X,Yn), for every n ∈ N, and thus, to the process e−rtU(X,Y),
by virtue of the appropriate convergence relationsmentioned above and the assumed regu-
larity of the candidate value functionU(x, y)which is defined by the right-hand side of the
expression in (69) below (see part 1 of the proof of [31, Theorem19] for further arguments).

We continue with the following verification assertion related to the free-boundary
problem in (62)+(63)–(68).

Lemma 4.1: Suppose that the processes X and Y solve the stochastic differential equations in
(52)–(53) with r>0, δ0 > δ1 > 0, σ > 0, and λi ≥ 0, for i = 0, 1. Then, the value function
U∗(x, y) of the optimal stopping problem in (56) admits the representation

U∗(x, y) =
{
U(x, y; g∗(y)), if x > g∗(y)
0, if 0 < x ≤ g∗(y)

(69)

and the stopping time τ∗ from (57) is optimal, where the continuous function U(x, y; g∗(y))
and the continuous boundary 0 < g∗(y) ≤ L, for y>0, of bounded variation are determined
as the unique solution to the system in (62)+(63)–(65) and (67).

Proof: (i) In order to verify the assertions stated above, let us denote by U(x, y) the right-
hand side of the expression in (69). There, the candidate value function U(x, y; g∗(y))
belongs to the class C1,1 at the appropriate boundary ∂F∗, and thus, to the class C2,1 in
the closure of the appropriate region F∗, where the region F∗ is given by (58). Hence, we
can apply the change-of-variable formula with local time on surfaces from [43] (see also
[45, Chapter II, Section 3.5] for a summary of the related results and further references) to
the process e−rtU(Xt ,Yt) to obtain

e−rt U(Xt ,Yt) = U(x, y)+
∫ t

0
e−rs(L(X,Y)U − rU)(Xs,Ys)I

(
Xs < g∗(Ys)

)
ds + Mt (70)

where the processM = (Mt)t≥0 defined by

Mt =
∫ t

0
e−rs Ux(Xs,Ys)I

(
Xs �= g∗(Ys)

)
σXs dBs (71)

is a continuous local martingale with respect to the probability measure Px,y. Note that,
since the time spent by the process X at the surface g∗(Y) of bounded variation is of
Lebesguemeasure zero, the indicator which appears in the integral in the expression of (71)
can be ignored.

It follows from the strong Markov property of the process (X,Y) that the func-
tion U(x, y) satisfies the parabolic-type partial differential equation in (62)+(63), which
together with the conditions of (64)–(65) and the equality in (66) meaning directly that
the inequality in (68) holds, imply that the inequality (L(X,Y)U − rU)(x, y) ≤ −(x − L) is
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satisfied, for any (x, y) ∈ (0,∞)2 such that x �= g∗(y), as well. Moreover, by virtue of the
inequality in (67), which follows from the superharmonic characterization of the value
function (see, e.g. [45, Chapter IV, Section 9]), we see from the equality in (66) that
the inequality U(x, y) ≥ 0 holds, for all (x, y) ∈ (0,∞)2, too. Let (τn)n∈N be a localizing
sequence for the process M such that τn = inf{t ≥ 0 | |Mt| ≥ n}, for each n ∈ N. Then,
the expression in (70) yields that the inequalities∫ τ∧τn

0
e−rs(Xs − L) ds ≤ e−r(τ∧τn) U(Xτ∧τn ,Yτ∧τn) ≤ U(x, y)+ Mτ∧τn (72)

hold, for any stopping times τ of the process (X,Y) started at (x, y) ∈ (0,∞)2. In this case,
taking the expectations with respect to the probability measure Px,y in (72), by means of
Doob’s optional sampling theorem (see, e.g. [Chapter III, Theorem 3.6, 36] or [Chapter II,
Theorem 3.2, 46]), we get that the inequalities

Ex,y
[∫ τ∧τn

0
e−rs(Xs − L) ds

]
≤ Ex,y

[
e−r(τ∧τn) U(Xτ∧τn ,Yτ∧τn)

]
≤ U(x, y)+ Ex,y

[
Mτ∧τn

] = U(x, y) (73)

hold, for any stopping time τ of the process (X,Y) and each n ∈ N. Hence, taking into
account the obvious fact that the expectations in (73) are bounded below, letting n go to
infinity and using Fatou’s lemma, we obtain that the inequalities

Ex,y
[∫ τ

0
e−rs(Xs − L) ds

]
≤ Ex,y

[
e−rτ U(Xτ ,Yτ )

] ≤ U(x, y) (74)

are satisfied, for any stopping time τ and all (x, y) ∈ (0,∞)2.
In order to prove the fact that the boundary g∗(y) is optimal, taking into account the

fact that the function U(x, y) and the continuous boundary g∗(y) solve the parabolic-type
partial differential equation in (63) and satisfy the conditions of (64), inserting τ∗ in place
of τ into the expression of (72), we obtain that the equalities∫ τ∗∧τn

0
e−rs(Xs − L) ds = e−r(τ∗∧τn) U(Xτ∗∧τn ,Yτ∗∧τn) = U(x, y)+ Mτ∗∧τn (75)

are satisfied, for all (x, y) ∈ (0,∞)2 and each n ∈ N. Therefore, taking into account the fact
that the variable

∫ τ∗
0 e−rs(Xs − L) ds is finite on the event {τ∗ = ∞} (Px,y-a.s.), because the

process (e−rtXt)t≥0 is a strict supermartingale closed at zero, under the assumption δi > 0,
for i = 0, 1, we can apply the Lebesgue dominated convergence theorem to the expression
of (75) to obtain the equalities

Ex,y
[∫ τ∗

0
e−rs(Xs − L) ds

]
= Ex,y

[
e−rτ∗ U(Xτ∗ ,Yτ∗)

] = U(x, y) (76)

for all (x, y) ∈ (0,∞)2. The latter fact means that the candidate functionU(x, y) coincides
with the value function U∗(x, y) of the optimal stopping problem in (56).

(ii) In order to prove the uniqueness of the candidate value function U(x, y) and the
boundary g∗(y) as solutions to the free-boundary problem in (63)–(68), let us assume that
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there exist another positive continuous boundary of bounded variation g̃(y) such that the
inequality in (68) is satisfied, which means that 0 < g̃(y) ≤ L holds, for all y>0. Then,
introduce the function

Ũ(x, y) =
{
Ũ(x, y; g̃(y)), if x > g̃(y)
0, if 0 < x ≤ g̃(y)

(77)

with Ũ(x, y; g̃(y)) being another solution to the system in (62)+(63)–(65) and (67) and the
stopping time

τ̃ = inf
{
t ≥ 0

∣∣Xt ≤ g̃(Yt)
}

(78)

respectively. We can now follow the arguments from the previous part of the proof and use
the facts that the function Ũ(x, y) belongs to the class C2,1 in the closure of the appropriate
region F̃ given by

F̃ = {(x, y) ∈ (0,∞)2 | x > g̃(y)}. (79)

Moreover, we observe that the function Ũ(x, y) solves the partial differential equation
in (62)+(63) as well as satisfies the conditions of (64)–(67) at g̃(y) instead of g∗(y), by
construction. Hence, we can apply the change-of-variable formula from [43] to get

e−rt Ũ(Xt ,Yt) = Ũ(x, y)+
∫ t

0
e−rs(L(X,Y)Ũ − rŨ)(Xs,Ys)I

(
Xs < g̃(Ys)

)
ds + Nt (80)

where the process N = (Nt)t≥0 defined by

Nt =
∫ t

0
e−rs Ũx(Xs,Ys)I

(
Xs �= g̃(Ys)

)
σXs dBs (81)

is a continuous local martingale with respect to the probability measure Px,y. Let (κn)n∈N

be a localizing sequence for the process N such that κn = inf{t ≥ 0 | |Nt| ≥ n}, for each
n ∈ N. Thus, inserting τ̃ ∧ κn and instead of t into (80) and applying arguments simi-
lar to the ones used for the derivations of the formulas in (72)–(76) above, we obtain the
equalities

Ex,y
[∫ τ̃

0
e−rs(Xs − L) ds

]
= Ex,y

[
e−rτ̃ Ũ(Xτ̃ ,Yτ̃ )

] = Ũ(x, y) (82)

for all (x, y) ∈ (0,∞)2. Therefore, recalling the fact that τ∗ is the optimal stopping time
in (7), and comparing the expressions in (76) and (82), we see that the inequality Ũ(x, y) ≤
U(x, y) should hold, for all (x, y) ∈ (0,∞)2.

In order to prove the fact that the inequality g∗(y) ≤ g̃(y) holds, for all y>0, let us take
a point (x, y) such that 0 < x < g∗(y) and y>0, for which we have Ũ(x, y) = U(x, y) = 0.
For this purpose, we consider the stopping time

κ∗ = inf
{
t ≥ 0

∣∣Xt ≥ g∗(Yt)
}
. (83)

Then, inserting κ∗ ∧ κn into (70) and (80) in place of t, respectively, and using the fact
that the variable

∫
κ∗
0 e−rs(Xs − L) ds is finite on the event {κ∗ = ∞} (Px,y-a.s.), by means
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of arguments similar to the ones applied above, we obtain

Ex,y
[
e−rκ∗ U(Xκ∗ ,Yκ∗)

] = Ex,y
[∫

κ∗

0
e−rs(L(X,Y)U − rU)(Xs,Ys) ds

]
(84)

and

Ex,y
[
e−rκ∗ Ũ(Xκ∗ ,Yκ∗)

] = Ex,y
[∫

κ∗

0
e−rs(L(X,Y)Ũ − rŨ)(Xs,Ys)I

(
Xs < g̃(Ys)

)
ds
]
(85)

for all (x, y) ∈ (0,∞)2. Hence, taking into account the fact that the inequality Ũ(x, y) ≤
U(x, y) holds, for all (x, y) ∈ (0,∞)2, we get from the expressions in (84) and (85) that the
inequality

Ex,y
[∫

κ∗

0
e−rs(L(X,Y)U − rU)(Xs,Ys) ds

]
≥ Ex,y

[∫
κ∗

0
e−rs(L(X,Y)Ũ − rŨ)(Xs,Ys) I

(
Xs < g̃(Ys)

)
ds
]

(86)

is satisfied. Thus, by virtue of the continuity of g∗(y) as well as the property that Ũ(x, y) =
U(x, y) = 0 holds, for (x, y) such that 0 < x < g∗(y) and y>0, we see from the expressions
in (86) and (68) that the inequality g∗(y) ≤ g̃(y) is satisfied, for all y>0.

We finally show that g̃(y) should coincide with g∗(y). For this purpose, we take a point
(x, y) such that x ∈ (g∗(y), g̃(y)), for some y>0. Hence, inserting τ∗ ∧ κn into (80) in place
of t and using the fact that the variable

∫ τ∗
0 e−rs(Xs − L) ds is finite on the event {τ∗ = ∞}

(Px,y-a.s.), by means of arguments similar to the ones applied above, we obtain

Ex,y
[
e−rτ∗ Ũ(Xτ∗ ,Yτ∗)

]
= Ũ(x, y)+ Ex,y

[∫ τ∗

0
e−rs(L(X,Y)Ũ − rŨ)(Xs,Ys)I

(
Xs < g̃(Ys)

)
ds
]

(87)

for all (x, y) ∈ (0,∞)2. Thus, since we have Ũ(x, y) = U(x, y) = 0 for x = g∗(y), and the
inequality Ũ(x, y) ≤ U(x, y) holds, we see from the expressions in (76) and (87) that the
inequality

Ex,y
[∫ τ∗

0
e−rs(L(X,Y)Ũ − rŨ)(Xs,Ys)I

(
Xs < g̃(Ys)

)
ds
]

≥ 0 (88)

should be satisfied. However, the strict inequality in (88) cannot be satisfied due to the
continuity of g∗(y) and the expression in (68).Wemay therefore conclude that g∗(y) = g̃(y)
holds, so that Ũ(x, y) coincides with U(x, y), for all (x, y) ∈ (0,∞)2. �

4.3. Themain result

Getting the assertions of Lemmata 2.1, 3.1–3.4, and 4.1 together, we conclude the paper by
formulating its main result concerning the optimal stopping problem related to the pricing
of perpetual commodity equities in the considered hidden Markov model.
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Theorem 4.2: Let the processes X and � be defined by (2)–(3) and (4)–(6), with r>0,
δ0 > δ1 > 0, σ > 0, andλi ≥ 0, for i = 0, 1. Then, the value function of the optimal stopping
problem in (7) takes the form V∗(x,π) = U∗(x, x−ηπ/(1 − π)) and the stopping time τ∗
from (11) is optimal with the decreasing boundary a∗(π) = b−1∗ (π), for (x,π) ∈ (0,∞)×
[0, 1], where b−1∗ (π) is a generalized inverse of the function b∗(x) from (61). Here, the func-
tion U∗(x, y) admits the representation in (69), where the continuous function U(x, y; g∗(y))
and the continuous boundary 0 < g∗(y) ≤ L, for y>0, of bounded variation are determined
as the unique solution to the system in (62)+(63)–(65) and (67).

4.4. Solution in a particular case

In order to underline the complexity in the structure of solutions to the optimal stopping
problem of (7) in the two-dimensional diffusion model defined by (2)–(3) and (4)–(6),
we present a specific choice of parameters under which the original problem admits a
closed-form solution. More precisely, let us assume for this subsection that λ0 = λ1 = 0
and δ0 + δ1 = 2r − σ 2 holds in (53). The first equality means that�t = �0, for all t ≥ 0,
where P(�0 = 1) = π and P(�0 = 0) = 1 − π , for π ∈ [0, 1] (see, e.g. [45, Chapter VI,
Section 21] and [19, Section 4]). Such a situation occurs when the unknown conve-
nience yield of the commodity does not change its value during the whole infinite time
interval (see also [10,12,13] for solutions of other optimal stopping problems in the mod-
els with random drift rates). In this case, the parabolic-type partial differential equation
in (62)+(63) is degenerated into an ordinary one, and the general solution to the resulting
equation takes the form

U(x, y) = G1(y)H1(x, y)+ G2(y)H2(x, y)+ H0(x, y) (89)

where Gi(y), i = 1, 2, are some arbitrary continuous functions. Here, we assume that the
functionsHj(x, y), j = 1, 2, represent fundamental solutions to the homogeneous second-
order ordinary differential equation corresponding to the one of (62)+(63) under λ0 =
λ1 = 0 and δ0 + δ1 = 2r − σ 2 given by

Hj(x, y) = xγ0,j F(ψj,1,ψj,2;ϕj;−xηy) (90)

for every j = 1, 2 and each y>0 fixed. We denote by F(α,β ; γ ; x) Gauss’ hypergeometric
function, which is defined by means of the expansion

F(α,β ; γ ; x) = 1 +
∞∑

m=1

(α)m(β)m

(γ )m

xm

m!
(91)

for γ �= 0,−1,−2, . . ., and (γ )m = γ (γ + 1) · · · (γ + m − 1), m ∈ N (see, e.g. [1, Chap-
ter XV] and [3, Chapter II]), and additionally set

ψk,l = χ0,k − χ1,l

η
and ϕk = 1 + 2

η

(
χ0,k − 1

2
+ r − δ0

σ 2

)
(92)

and

χi,k = 1
2

− r − δi

σ 2 − (−1)k
√(

1
2

− r − δi

σ 2

)2
+ 2r
σ 2 (93)
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so that χi,2 < 0 < 1 < χi,1 holds, for every k, l = 1, 2 and i = 0, 1. Thus,Hj(x, y), j = 1, 2,
in the expression of (90) are (strictly) increasing and decreasing (convex) functions satisfy-
ing the propertiesH1(0+, y) = +0,H1(∞, y) = ∞ andH2(0+, y) = ∞,H2(∞, y) = +0,
for each y>0 fixed (see, e.g. [47, Chapter V, Section 50] for further details). Observe that
G1(y) = 0 should hold in (89), for each y>0, since otherwise, we would have U(x, y) →
±∞ with more than a linear growth in x as x ↑ ∞, that must be excluded by virtue of the
obvious fact that the value function in (56) is of a linear growth in x under x ↑ ∞. More-
over, the function H0(x, y) in the expression of (89) represents a particular solution to the
equation in (62)+(63) given by

H0(x, y) = H2(x, y)
∫
x

D0(z, y)
H2
2(z, y)

∫
z

2(L − w)
σ 2w2

H2(w, y)
D0(w, y)

dw dz (94)

where D0(x, y) is the appropriate Wronskian determinant having the form

D0(x, y) = H1(x, y)∂xH2(x, y)− ∂xH1(x, y)H2(x, y) (95)

for y>0.
Finally, by applying the condition of (64) and the left-hand condition of (65) to the

function in (89), we obtain that the equalities

G2(y)H2(g(y), y)+ H0(g(y), y) = 0 (96)

and

G2(y)∂xH2(g(y), y)+ ∂xH0(g(y), y) = 0 (97)

should hold, for each y>0 fixed. Hence, solving the system of transcendental equations in
(96)–(97), we obtain that the function

U(x, y; g(y)) = H0(x, y)− H0(g(y), y)
H2(g(y), y)

H2(x, y) (98)

for x > g(y), satisfies the system in (62)+(63)–(64), while the left-hand condition of (65)
is also satisfied when the equality

∂xH2(g(y), y)
H2(g(y), y)

= ∂xH0(g(y), y)
H0(g(y), y)

(99)

holds, for y>0. Observe that it can be shown by means of straightforward computations
based on an application of the implicit function theorem that the candidate value function
in (98) such that the equality in (99) holds inherently satisfies the right-hand condition
of (65) (see also [19, Remark 4.1] for similar arguments applied for another optimal stop-
ping and free-boundary problem in this model). Note that the uniqueness of the solution
g∗(y) to the transcendental equation of (99) follows from the uniqueness of the solution to
the system in (62)+(63)–(65) and (67) which is proved in Lemma 4.1 above. Recall that the
existence of the solution to the system in (62)+(63)–(65) and (67) follows from the results
of [7, Theorem 4.1].

We now summarize the above results in the following assertion.
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Corollary 4.3: Suppose that the assumptions of Lemma 4.1 are satisfied with λ0 = λ1 = 0
and δ0 + δ1 = 2r − σ 2. Then, the value function U∗(x, y) of the optimal stopping problem
in (56) admits the representation of (69), where the function U(x, y; g∗(y)) is given by the
expression in (98), and the equation in (99) admits a unique solution 0 < g∗(y) ≤ L, for
each y>0 fixed.

5. Concluding remarks

It follows from the structure of the reward in (7) and the results on the dependence of strong
solutions of (one-dimensional time-homogeneous) stochastic differential equations on the
initial points (see, e.g. [17]) that the corresponding value function V∗(x,π) is increasing
and convex in π on the interval [0, 1], for each x>0 fixed. Moreover, we recall that the
supremum in (7) is taken over all stopping timeswith respect to the filtration (Ft)t≥0 which
is smaller than the corresponding filtration (Gt)t≥0 for the supremum in (A1).

Hence, we may conclude that the functionW(x,π) defined by

W(x,π) = W∗(x, 0)(1 − π)+ W∗(x, 1)π (100)

satisfies the inequalities

W(x,π) ≥ V∗(x, 0)(1 − π)+ V∗(x, 1)π ≥ V∗(x,π) (101)

for all (x,π) ∈ (0,∞)× [0, 1]. We finally note that it can be verified by means of straight-
forward calculations that the functionW(x,π) from (100) satisfies the partial differential
equation in (16)–(17) for (x,π) ∈ (f∗(0),∞)× (0, 1).
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Appendix

In this section, we derive a closed-form solution of the optimal stopping problem which is related to
the pricing of perpetual commodity equities in the underlying diffusion-type model with observable
convenience yield dynamics described by a continuous-time Markov chain with two states.

A.1 The optimal stopping and free-boundary problem

Let us finally introduce the value functionW∗(x, i) of the optimal stopping problem

W∗(x, i) = sup
ζ

Ex,i
[∫ ζ

0
e−rs(Xs − L) ds

]
(A1)

for some L> 0 fixed, where Ex,i denotes the expectation taken under the probability measure Px,i
under which the two-dimensional Markov process (X,�) starts at some (x, i) ∈ (0,∞)× {0, 1}.
Suppose that the supremum in (A1) is taken over all stopping times ζ with respect to the natural
filtration (Gt)t≥0 of the process (X,�). Since the continuous-time Markov chain� is observable in
this formulation, the optimal stopping time for the problem of (A1) should be of the form

ζ∗ = inf{t ≥ 0 |Xt ≤ f∗(�t)} (A2)

for some numbers 0 < f∗(i) ≤ L, for i = 0, 1, to be determined.
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A.2 Solution to the free-boundary problem

By means of standard arguments based on an application of Itô’s formula, it is shown that the
infinitesimal operatorL(X,�) of the process (X,�) from (2)–(3) acts on an arbitrary locally bounded
function F(x, i), which is of the class C2 in x on (0,∞) under� = i, for i = 0, 1 fixed, according to
the rule

(L(X,�)F)(x, i) = (
r − δ0 − (δ1 − δ0)i

)
x Fx(x, i)+ σ 2x2

2
Fxx(x, i)+ λi

(
F(x, 1 − i)− F(x, i)

)
(A3)

for all (x, i) ∈ (0,∞)× {0, 1}. Following the way of arguments from [27] (see also [29] for a more
general model), we conclude that the unknown value functionW∗(x, i) from (A1) and the unknown
numbers f∗(i), for i = 0, 1, from (A2) solve the following free-boundary problem for a coupled
system of second-order ordinary differential equations

(L(X,�) − rW)(x, i) = −(x − L) for x > f (i) (A4)

W(x, i)
∣∣
x=f (i) = 0 (instantaneous stopping) (A5)

Wx(x, i)
∣∣
x=f (i) = 0 (smooth fit) (A6)

W(x, i) = 0 for x < f (i) (A7)

W(x, i) > 0 for x > f (i) (A8)

(L(X,�) − rW)(x, i) < −(x − L) for x < f (i) (A9)

for every i = 0, 1.
By means of straightforward computations, we obtain that the general solutions of the two-

dimensional system of second order ordinary differential equations in (A3)+(A4) are given by

W(x, 1) = D1(1)xγ1 + D2(1)xγ2 + G(x, 1) (A10)

for f (1) < x ≤ f (0), and

W(x, i) = C1(i)xβ1 + C2(i)xβ2 + C3(i)xβ3 + C4(i)xβ4 + A(x, i) (A11)

for x > f (0) and i = 0, 1, with

G(x, 1) = x
δ1 + λ1

− L
r + λ1

and A(x, i) = (δ1−i + λ0 + λ1)x
δ0δ1 + δ0λ1 + δ1λ0

− L
r

(A12)

for x> 0. Here, γj, for j = 1, 2, are explicitly given by

γj = 1
2

− r − δ1

σ 2 − (−1)j
√(

1
2

− r − δ1

σ 2

)2
+ 2(r + λ1)

σ 2 (A13)

so that γ2 < 0 < 1 < γ1 holds, and βk, for k = 1, 2, 3, 4, are the roots of the corresponding
characteristic equation

Q0(β)Q1(β) = λ0λ1 with Qi(β) = r + λi − (r − δi)β − σ 2

2
β(β − 1) (A14)

for i = 0, 1, so that β4 < β3 < 0 < 1 < β2 < β1 holds (see, e.g. [26, Section 2] and [27, Section 2]
for similar arguments related to other optimal stopping problems in models with observable
continuous-time Markov chains). Observe that C1(i) = C2(i) = 0 should hold in (A11), since oth-
erwise, wewould haveW(x, i) → ±∞ ofmore than a linear growth as x ↑ ∞, thatmust be excluded
by virtue of the obvious fact that the value function in (A1) is of at most linear growth under x ↑ ∞,
for any i = 0, 1 fixed.

Then, using the structure of the coupled system of ordinary differential equations in (A3)+(A4)
and applying the conditions of (A5) and (A6) to the functions in (A10) and (A11) with (A12) and
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C1(i) = C2(i) = 0, for i = 0, 1, we obtain that the following equalities

D1(1)f γ1(1)+ D2(1)f γ2(1)+ G(f (1), 1) = 0 (A15)

D1(1)γ1 f γ1(1)+ D2(1)γ2 f γ2(1)+ Gx(f (1), 1)f (1) = 0 (A16)

C3(0)f β3(0)+ C4(0)f β4(0)+ A(f (0), 0) = 0 (A17)

C3(0)β3 f β3(0)+ C4(0)β4 f β4(0)+ Ax(f (0), 0)f (0) = 0 (A18)

C3(0)Q0(β3) = C3(1)λ1 and C4(0)Q0(β4) = C4(1)λ1 (A19)

should hold, where we have Q0(βk)/λ1 = λ0/Q1(βk), for k = 3, 4, according to the expressions
in (A14). Observe that, since the point f∗(0) belongs to the corresponding continuation region when
� = 1, the function in (A11) should be (at least) continuously differentiable, and thus, the equalities

C3(1)f β3(0)+ C4(1)f β4(0)+ A(f (0), 1) = D1(1)f γ1(0)+ D2(1)f γ2(0)+ G(f (0), 1) (A20)

C3(1)β3 f β3(0)+ C4(1)β4 f β4(0)+ Ax(f (0), 1)f (0)

= D1(1)γ1 f γ1(0)+ D2(1)γ2 f γ2(0)+ Gx(f (0), 1)f (0) (A21)

should be satisfied. Hence, solving the systems of arithmetic equations in (A15)–(A19) and
(A20)–(A21), by means of straightforward computations, we obtain that the functions

W(x, 1; f (1)) =
2∑

j=1

Gx(f (1), 1)f (1)− γ3−jG(f (1), 1)
γ3−j − γj

(
x

f (1)

)γj
+ G(x, 1) (A22)

for f (1) < x ≤ f (0), as well as

W(x, 0; f (0)) =
4∑

k=3

Ax(f (0), 0)f (0)− β7−kA(f (0), 0)
β7−k − βk

(
x

f (0)

)βk
+ A(x, 0) (A23)

and

W(x, 1; f (0)) =
4∑

k=3

Ax(f (0), 0)f (0)− β7−kA(f (0), 0)
β7−k − βk

Q0(βk)

λ1

(
x

f (0)

)βk
+ A(x, 1) (A24)

for x > f (0), satisfy the system in (A3)+(A4) and (A5), while the condition of (A6) is also satisfied
when the equalities

4∑
k=3

Ax(f (0), 0)f (0)− β7−kA(f (0), 0)
β7−k − βk

Q0(βk)

λ1
+ A(f (0), 1)

=
2∑

j=1

Gx(f (1), 1)f (1)− γ3−jG(f (1), 1)
γ3−j − γj

(
f (0)
f (1)

)γj
+ G(f (0), 1) (A25)

and
4∑

k=3

Ax(f (0), 0)f (0)− β7−kA(f (0), 0)
β7−k − βk

Q0(βk)

λ1
βk + Ax(f (0), 1)f (0)

=
2∑

j=1

Gx(f (1), 1)f (1)− γ3−jG(f (1), 1)
γ3−j − γj

γj

(
f (0)
f (1)

)γj
+ Gx(f (0), 1)f (0) (A26)

hold (see also [26, Section 2] and [27, Section 2] for similar calculations related to other optimal
stopping problems in models with observable continuous-time Markov chains).
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Summarizing the facts proved above, we formulate the following result which can be proved by
means of the same arguments as Lemma 4.1 and Theorem 4.2 above (see also the corresponding
verification assertions from [26, Theorem 2.1] and [27, Theorem 2]).

Corollary A.1: Suppose that the process X is defined by (2)–(3), with r> 0, δ0 > δ1 > 0, and σ > 0,
where� be a two-state continuous-time Markov chain with the state space {0, 1} and transition inten-
sities λi > 0, for i = 0, 1. Then, the value function W∗(x, i) of the optimal stopping problem in (A1)
admits the representations

W∗(x, 0) =
{
W(x, 0; f∗(0)), if x > f∗(0)
0, if 0 < x ≤ f∗(0)

(A27)

and

W∗(x, 1) =

⎧⎪⎨⎪⎩
W(x, 1; f∗(0)), if x > f∗(0)
W(x, 1; f∗(1)), if f∗(1) < x ≤ f∗(0)
0, if 0 < x ≤ f∗(1)

(A28)

and the optimal stopping time ζ∗ has the form of (A2), where the functions W(x, i; f (0)), for i = 0,
1, are given by (A23) and (A24), the function W(x, 1; f (1)) is given by (A22), and the numbers 0 <
f∗(1) ≤ f∗(0) ≤ L are uniquely determined by the system of arithmetic equations in (A25)–(A26).

A.3 The solution in a particular case

Let us finally present explicit solutions of the optimal stopping problem in (A1) under the assump-
tion λ0 = λ1 = 0. In this case, the general solutions of the second-order ordinary differential
equations in (A3)+(A4) are given by

W(x, i) = C1(i) xχi,1 + C2(i) xχi,2 + x
δi

− L
r

(A29)

whereCj(i), for i = 0, 1 and j = 1, 2, are some arbitrary constants, while χi,j, for i = 0, 1 and j = 1, 2,
are given by (93) above. Observe that C1(i) = 0 should hold in (A29), since otherwise, we would
haveW(x, i) → ±∞ of more than a linear growth as x ↑ ∞, that must be excluded by virtue of the
obvious fact that the value function in (A1) is of at most linear growth under x ↑ ∞, for any i = 0, 1
fixed. Then, by applying the conditions of (A5) and (A6) to the function in (A29), we obtain that the
equalities

C2(i) f χi,2(i)+ f (i)
δi

− L
r

= 0 and C2(i) χi,2 f χi,2(i)+ f (i)
δi

= 0 (A30)

should hold, for i = 0, 1. Hence, solving the systemof equations in (A30), we obtain that the function

W(x, i; f∗(i)) =
(
L
r

− f∗(i)
δi

)(
x

f∗(i)

)χi,2
+ x
δi

− L
r

with f∗(i) = χi,2

χi,2 − 1
δiL
r

(A31)

for x > f∗(i), satisfies the system of (A3)+(A4) with (A5)–(A6), for every i = 0, 1.
We summarize the facts shown above in the following assertion.

Corollary A.2: Suppose that the process X is defined by (2)–(3), with r > 0, δ0 > δ1 > 0, and σ > 0,
and� ≡ �0 is a Bernoulli random variable with the values in {0, 1}, so that λ0 = λ1 = 0 holds. Then,
the value function W∗(x, i) of the optimal stopping problem in (A1) admits the representation

W∗(x, i) =
{
W(x, i; f∗(i)), if x > f∗(i)
0, if x ≤ f∗(i)

(A32)

and the optimal stopping time ζ∗ has the form of (A2), where the function W(x, i; f∗(i)) as well as the
number f∗(i) are given by (A31), for i = 0, 1.
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