On-the-fly simplification of genetic programming models
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ABSTRACT
The last decade has seen amazing performance improvements in deep learning. However, the black-box nature of this approach makes it difficult to provide explanations of the generated models. In some fields such as psychology and neuroscience, this limitation in explainability and interpretability is an important issue. Approaches such as genetic programming are well positioned to take the lead in these fields because of their inherent white box nature. Genetic programming, inspired by Darwinian theory of evolution, is a population-based search technique capable of exploring a high-dimensional search space intelligently and discovering multiple solutions. However, it is prone to generate very large solutions, a phenomenon often called “bloat”. The bloated solutions are not easily understandable. In this paper, we propose two techniques for simplifying the generated models. Both techniques are tested by generating models for a well-known psychology experiment. The validity of these techniques is further tested by applying them to a symbolic regression problem. Several population dynamics are studied to make sure that these techniques are not compromising diversity – an important measure for finding better solutions. The results indicate that the two techniques can be both applied independently and simultaneously and that they are capable of finding solutions at par with those generated by the standard GP algorithm – but with significantly reduced program size. There was no loss in diversity nor reduction in overall fitness. In fact, in some experiments, the two techniques even improved fitness.
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1 INTRODUCTION
Deep learning, having theoretical foundations in neural networks, has dominated the arena of machine learning during the last decade. The primary reason behind this dominance has been its impressive performance. Factors such as the increase in computational power and the availability of software resources have also contributed to the adoption of deep learning in almost every field. Despite impressive performance and widespread acceptability, there exist communities in psychology, neuroscience, and many other domains that are reluctant to accept the solutions proposed by deep learning. The main cause of their concern is the black-box nature of deep learning, which conceals the relationship between inputs and outputs. These communities want to understand the process of transformation of input to output. Understanding this relationship is of utmost importance for interpreting and explaining the models. That is why explainable artificial intelligence is gaining traction and is subject of much research [2, 7, 9, 22].

We can classify research in explainable artificial intelligence into two categories. One way is to attach explanations to the black-box models [8]. Other approaches are inherently explainable because of their white-box nature. One such technique is genetic programming (GP). It is not only intrinsically transparent but can also be employed to generate explanations of black-box models [8, 10]. Thus, it has the potential to achieve good performance without compromising explainability.

Despite the inherent advantage of its white-box nature, GP is not as widely used as deep learning. One of the limiting factors is the complexity of the solutions generated by GP, where complexity refers to the size of the individual, and the size means the number of nodes in a tree. The programs generated by GP tend to grow in size without significantly improving performance. This phenomenon is called “bloat”. This problem has been identified from the very early days of GP [3] and the literature is replete with methods for bloat identification and control [13, 21]. One of the well-know bloat control techniques is simplification [12]. The logic behind simplification is to reduce the size of the individual. It does so by identifying the redundant parts that are not contributing to the improvement in fitness. It then removes these redundant non-contributing parts, resulting in a smaller sized individual with the same or better fitness.

In this paper, we propose two simplification techniques and report their results in two tasks, comparing them with the results of standard GP. First, we apply them to the task of generating explanatory models for a well-known psychology experiment known as the Posner cueing task, the aim of which is to understand attentional mechanisms in human cognition. In this experiment, a cue first appears (e.g. an arrow pointing left or right). Then, participants have to respond as rapidly as possible to a target presented to the left or right of a fixation point or the left or right ear. To further verify the performance and applicability of these simplification techniques, we also apply them to a symbolic regression problem. GP has already been used extensively for performing symbolic regression. We found that both these techniques generate solutions of significantly reduced size in both the Posner cueing and symbolic regression problems. It was further observed that this reduction in size does not come at a price of fitness or execution time.
2 SIMPLIFICATION

Since GP is primarily fitness driven, it tends to prefer fitter individuals by assigning them a high probability of selection to breed the next generation of individuals. This approach has several side effects.

- The size of individuals keeps on increasing over generations. At the same time, the rate of improvement in fitness decreases gradually. So, a little improvement in fitness comes at the cost of a significant increase in size.
- Multiple copies of an individual can exist in a generation and across generations.
- Redundant genetic material. Many individuals share the same copies of genetic materials in the form of common subtrees.

Although a limited amount of redundancy is not harmful, an increase in redundancy means a decrease in diversity, which in turn means a meager exploration of the search space; this may result in premature convergence.

To address these side effects, researchers propose several simplification techniques in the literature. The core idea behind all of them is to identify and get rid of the redundant and non-contributing parts, also called introns. Simplification algorithms mainly differ in the way they spot similarities. Some of them use syntactic similarity to classify a part of an individual as redundant, whereas others use semantic similarity to achieve the same aim.

The earliest and most frequently used form of bloat control is to place a constraint on the size of the program. The target of this constraint is usually the depth of the GP trees. The limitation of this approach is that it cannot find solutions lying beyond these limits. Moreover, the individuals within those limits can still contain redundant and unwanted code. Another frequently used idea is to make program size an integral part of the fitness function. In this way, the individuals bigger in size get penalised, thus making it less likely for them to take part in reproduction. These sorts of approaches are categorised under parsimony pressure.

Unlike the above mentioned indirect ways of controlling bloat, algebraic simplification [23, 24] is inspired by the principles of algebra. It replaces a part of code with an algebraic equivalent that is smaller in size. In this way, it guarantees that the fitness of the individual will remain unaffected by the process of simplification. The limitation of algebraic simplification is that domain experts need to develop equivalence rules. This process may be simple for mathematical problems but can pose significant challenges for other types of problems. Probably because of this reason, it has been mostly applied to symbolic regression and classification problems. Another limitation is that it never considers the fact that two parts, also called subterms, may have the same semantics [5, 15]. In [6], the authors proposed five different simplification techniques inspired from epigenetics. Instead of completely removing a gene, they silence it to retain the chance that mutation may unsilence it at some point in time. They used PushGP as the platform for implementing these simplification algorithms.

A relatively new approach of bloat control is using the execution time of individuals rather than their size [6, 19]. Our proposed techniques can be categorised under numerical simplification as they are based on fitness rather than syntactic similarity. It is currently based on program size but can be easily extended to time-driven simplification. Another major difference is that both our simplification algorithms work as part of an evolutionary run rather than post-processing of the individuals.

3 PROPOSED SIMPLIFICATION TECHNIQUES

3.1 Generationwide Simplification (Gws)

Since GP generates individuals through crossover, they contain the genetic material of both the parents. Some of this genetic material is important and contributing to the better fitness of the individual, while some of it can be of no use. Thus, there is a possibility of reducing the size of an individual by keeping a copy of good genetic material and removing the one that is not contributing. The idea is to replace a less fit parent individual with a child of better fitness. Since a child is a subtree of a parent individual, its size will be smaller than the parent tree.

We apply this simplification mechanism to all individuals of every kth generation. At every kth generation, instead of breeding the new individuals, using crossover or mutation, all individuals are subject to the simplification procedure. Every individual produces several child subtrees, whose fitness is re-computed. A hash value of every subtree is computed and is stored. In this way, multiple instances of a subtree – whether they exist in an individual or within different individuals – are stored only once. This process will create a new population of individuals that may or may not exceed the specified population size. If the number of newly generated individuals is greater than the population size, some of them having low fitness values will be discarded. But in the other case, the remaining individuals are generated following the routine process of crossover and mutation.

This idea has the following potential merits:

- Getting rid of the multiple copies of individuals
- Possibility of unlocking good genetic material locked within an individual. This situation happens when a subtree has better fitness than the parent. But because of the other genetic material in the parent individual, it cannot express itself.
• Getting rid of low-quality genetic material.
• No growth in terms of the size of the individuals. In the worst case – when every individual is of higher fitness than all of their children – they will remain untouched and become a part of the population. However, in the average case, there will be a reduction in the size of the individuals.
• No extra computational cost. We compute a hash value of every individual and store its fitness against that. So, redundant copies of individuals have no impact as they will undergo fitness computation only once.

3.2 Pruning as an Operator
In contrast to the generationwide simplification, pruning operates at the individual level rather than at the population level. The motivation behind this is to prune only those individuals who have a high probability of being selected as parents. These are the individuals of relatively higher fitness than the rest of the population. Thus, we applied pruning as an operator in every generation after calculating the fitness and sorting the individuals by fitness. Pruning selects the top few percent individuals of a population, based on fitness, and prunes them. This percentage is called the pruning rate, which can be varied. The individual selected for pruning undergoes a lossless pruning process. The pruning operator generates a set of subtrees of an individual and computes their fitness. The fittest subtree replaces the parent tree. If the fitness of the parent tree is best, it can retain its place without being impacted by the pruning operator.

Pruning, as an operator, offers the following benefits:
• Reduction in size of relatively fit individuals
• It does not interfere with the normal working of other genetic operators
• Very low computational overhead. This overhead depends on the pruning rate. With high pruning rates, it can be costly.

You can notice the similarity of the simplification procedure between both these techniques. They mainly differ in their application, where the former works at the generational level and the latter operates at the individual level. There are some other subtle differences. For example, in pruning, after splitting, the replacement of an individual comes from one of its children. Whereas in generationwide simplification, an individual and all its children may disappear from the population because of low fitness values; hence the one-to-one replacement of parent and child is not guaranteed.

4 EXPERIMENTS AND RESULTS
To test our proposed simplification algorithms, we use two problems of a completely different nature. The first is a well-known psychology experiment to understand the attentional mechanisms in human cognition, and the task is to find a model accounting for the human data. The other one is a classical symbolic regression problem.

4.1 Posner’s cueing experiment
The experiment we used was carried out by Arjona et al.[1] and is a variation of Posner’s cueing task [16]. The general aim of this task is to understand the role of attention on rapid perceptual decision making. In Arjona et al.’s experiment, participants are seated in front of a computer display and fixate a white cross at the centre of the screen. The cross is then replaced by an arrow, pointing either to the left or the right (visual cue). This is followed by the presentation of a sound in either the left or right ear (auditory stimulus). Participants are asked to press the button corresponding to the side of the auditory stimulus, using the index finger of the left or right hand. They have one second to do so. After a short pause, this sequence of events is repeated in the following trial.

The detailed time course of events is as follows:

1. The central white cross is fixated for 300 milliseconds (ms)
2. The visual arrow is displayed for 300 ms
3. The central white cross is shown for 370 ms
4. The auditory stimulus is presented for 100 ms
5. The white cross is shown while the participant provides a response (within 1,000 ms)

While the auditory stimuli were randomly presented to the left or right ear with equal probability, the cue validity was systematically manipulated. In the 50% validity condition, the visual cue was valid (i.e. correctly predicted the auditory stimulus) in 50% of the trials. In the 68% validity condition, the cue was predictive in 68% of the trials. Finally, in the 86% validity condition, the cue was predictive in 86% of the trials. The trials were organised in 6 blocks of 100 trials, with 2 blocks for each cue validity condition. Thirty participants took part in Arjona et al.’s (2016) experiment.

Arjona et al. collected both behavioural data and electrophysiological data. In our simulations, we used only the behavioural data (response time and the number of errors). The main results were as follows. There was a significant cueing effect, as the response times were faster in the valid trials than in the invalid trials; the effect increased together with the proportion of valid trials (86% > 68% > 50%). Accuracy was also affected by cue validity: as the percentage of cue validity increased, the percentage of incorrect responses increased in the invalid trials, compared to the valid trials.

The simulations implemented the key features of the human experiment described above, thus producing 12 data points (3 cue validities (50%, 68% and 86%) × 2 types of trials (valid and invalid) × 2 dependent variables (response time and the number of errors)). The main simplification in the simulations was that the stimuli were presented symbolically and not as bitmaps and physical sounds. GP constructed models by combining terminals and operators, which all had a simulated time cost, the value of which was based on the psychological literature. The operators implementing learning employed Rescorla and Wagner’s rule [17]:

\[
\Delta V = \alpha (\lambda - V)
\]

where \(\Delta V\) is the change in the strength of association between cue and stimulus, \(\alpha\) is the rate of change, \(\lambda\) the maximal value of the strength of association, and \(V\) the current strength of association. The terminals and operators used in the simulations were (a) terminals for inputting the cue and the stimuli, and responding; (b) operators for inputting and retrieving information in short-term memory (STM), and for comparing two elements in STM; (d) operators for carrying sequences of actions; (e) “waiting” operators, which did not do anything except increase a model’s clock; (f) operators for directing attention; (g) operators for matching cue-stimulus probability or learning it using Rescorla and Wagner rule; and (h) IF and NIL. Table 1 presents the detail of the operators used.
4.1 Experimental Setup. We used the GP library proposed by Koza [12] to implement the two tasks and the simplification algorithms. Steel bank Common Lisp (SBCL) [20] version 1.5.5 was used to run the experiments. We ran the experiment 10 times, where each run comprised 100 generations. The population size of each generation was 1,000. Generationwise simplification was applied after every 25th generation while the pruning rate was 2 percent.

4.1.2 Results. The top ten individuals of every run, in terms of fitness, were compared using their average and maximum program sizes (see figure 1). The maximum reduction in program size occurred by applying both simplification schemes. However, for the large-sized individuals, generationwise simplification was better in limiting their growth. You can notice the small boxes of simplification schemes as compared to the plain GP, indicating that these schemes were successful in reducing the sizes of most of the individuals.

<table>
<thead>
<tr>
<th>Operator</th>
<th>Arity</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>access-stm-1 (2 or 3)</td>
<td>0</td>
<td>Put item in STM slot 1 (2 or 3) into current value</td>
</tr>
<tr>
<td>compare-1-2 (1-3 or 2-3)</td>
<td>0</td>
<td>Current value is true/false if STM item 1/2/3 = item 2/3/1</td>
</tr>
<tr>
<td>if</td>
<td>3</td>
<td>Selects between two operators based on current value</td>
</tr>
<tr>
<td>prog2 (3 or 4)</td>
<td>2</td>
<td>Sequentially do two (three or four) operators</td>
</tr>
<tr>
<td>put-stm</td>
<td>0</td>
<td>Push current value on to STM</td>
</tr>
<tr>
<td>wait-200 (1000 or 1500)</td>
<td>0</td>
<td>Waits for 200 ms (1,000 or 1,500 ms)</td>
</tr>
<tr>
<td>nil</td>
<td>0</td>
<td>Set current value to 0 (‘false’)</td>
</tr>
<tr>
<td>respond-cue</td>
<td>0</td>
<td>Uses only the cue to predict the stimulus</td>
</tr>
<tr>
<td>respond-stimulus</td>
<td>0</td>
<td>Always responds with the stimulus</td>
</tr>
<tr>
<td>match-probability</td>
<td>0</td>
<td>Uses the predictive validity of the cue, which is assumed to be known</td>
</tr>
<tr>
<td>ResWagner-update</td>
<td>0</td>
<td>Learns by updating the predictive validity of the cue</td>
</tr>
<tr>
<td>ResWagner-cue-stimulus</td>
<td>0</td>
<td>Uses the cue and the strength of association to predict the stimulus</td>
</tr>
<tr>
<td>ResWagner-cue-priming-stimulus</td>
<td>0</td>
<td>Uses both the cue and the perception of the stimulus to select the stimulus</td>
</tr>
</tbody>
</table>

Table 1: Operators for modelling Posner’s Task

We compared these top 10 individuals of every run in terms of fitness. Here in figure 2, we present the mean and minimum fitness. A minimum is better because it reflects the error with respect to the original. You can notice that, in terms of minimum fitness, plain GP is best. However, other schemes are not very far from it. The smaller areas of simplification schemes suggest that most of the individuals are very near to each other in terms of fitness.

Figure 1: Posner Task - Top 10 / Run: Program Size

Generation specific statistics demonstrate the performance of simplification schemes as a part of the evolutionary journey. Figure 3 shows the comparison of the size of the fittest 20 individuals of every generation. It is evident from the figure that both the simplification schemes perform better than the plain GP. In some cases, the difference is very significant. This reduction in program size does not come at the cost of diversity, as is evident from the bottom-most graph of the same figure. This graph shows the plot of the standard deviation of the program size.

At what cost this reduction in size happened is a pertinent question at this stage. Two relevant cost measures are a cost in terms of fitness and a cost in terms of loss in diversity. To measure the first cost, we compared the fitness of the fittest 20 individuals of all generations (see figure 4). One can observe that the plain line is slightly lower than the other lines most of the time, thus indicating better fitness when no simplification is applied. However, the

Figure 2: Posner Task - Top 10 / Run: Fitness
four lines are very near, hence pointing out the negligible cost of simplification in terms of fitness.

So far, the story is about the fittest individuals. To measure how much simplification is impacting the overall dynamics of the evolutionary progress, we compare the program sizes, fitness, and execution time taken by individuals. The scale of the comparison is at the population level to get a population-level view. Figure 5 compares the program sizes in terms of average program size and maximum program size. It is evident from the graphs that simplification algorithms perform better than the plain GP. These simplification algorithms are successful not only in reducing the size of the better individuals but also have a positive impact on the whole population.

To verify the cost paid in terms of fitness and loss in diversity, we compared population-wide fitness. The comparison is shown in figure 6. We observe no significant loss in terms of fitness. A comparison of diversity, both in terms of fitness and program size, was captured by calculating the standard deviation as presented in figure 7. Again, no loss in diversity is evident from the graph.
We conclude from the results that these simplification schemes help reduce the sizes of individuals without incurring a performance penalty or loss of diversity.

### 4.2 Symbolic Regression

To verify the applicability of the proposed simplification algorithms, we used a classical regression problem of fitting the curve to a degree four polynomial.

\[ x^4 + x^3 + x^2 + x \]

GP has already been used extensively for generating solutions for this kind of problem.

#### 4.2.1 Experimental Setup. The operators required to generate solutions for this task are the classical mathematical operators of addition, subtraction, multiplication, and trigonometric functions. We also implemented a safe division operator to avoid division by zero. The experiments were executed using version 1.5.5 of SBCL. Each experiment was run 10 times where each run comprised 100 generations and the population size of each generation was 1,000.

#### 4.2.2 Results. When tested on symbolic regression, most of the time pruning as an operator produced individuals that were very similar to each other across generations. It also failed to reduce the size of the individuals, as presented in figure 8. One can notice that pruning as an operator nullified the impact of generationwise simplification. Hence, the plot lines of both almost followed the trend of pruning. The standard deviation plot showed the loss in diversity whenever pruning is applied. This loss in diversity is the reason for search being stuck in local minima, thus producing individuals comprising of the same genetic makeup. Generationwise simplification, on the other hand, not only reduced the size of the individuals but also retained genetic diversity.

To make sure that there is no price of size reduction, a comparison of the fitness of the fittest 20 individuals of all generations is presented in figure 9. All the approaches are equally performing as is evident from the very close fitness lines.

To holistically study the behaviour, we compared the program sizes of all individuals across generations. Figure 10 depicts the same trend as was observed in the case of the top 20 individuals. Hence, the hypothesis of pruning based simplification leading towards local optima is further validated. Generationwise simplification line stayed below the plain line most of the time, thus indicating the marginal reduction in program sizes.

To verify the cost paid in terms of fitness, we compare population wide fitness. The comparison is shown in figure 11. Again, it followed the same trend that was presented in the top 20’s scenario. Sometimes we obtained better fitness by applying simplification.

A comparison of diversity, both in terms of fitness and program size, is presented by calculating the standard deviation in figure 12. In terms of fitness, there are no significant differences between all the schemes. However, the rate of growth of standard deviation when pruning is applied is not as fast as the generationwise simplification and plain GP. This indicates the loss of genetic diversity.

These results indicate that better solutions, with a relatively smaller size, can be obtained by applying these simplification schemes. However, pruning is prone to stick in local minima because it causes
White-box approaches are needed to cope with the challenge of time and any other form of time, such as reaction time in the case of the operators used in the Posner task. The potential benefit of using time-based simplification is qualitatively comparing different operators taking part in the model generation. Another idea is to compare these simplification techniques with multi-objective fitness measures where a part of the fitness function will take care of size or time. Thus, penalising individuals with greater sizes and high time measures by assigning them low fitness.

These approaches can be made computationally more viable by storing fitness results and output vectors of the individuals. In this way, whenever required these stored results can be accessed without any need for recalculation. These stored results can also be used as a semantic measure to measure the similarity of two genetic different looking individuals. Hence, the current fitness driven simplification approaches can be extended by output result-driven measures.

5 CONCLUSION AND FUTURE WORK

White-box approaches are needed to cope with the challenge of interpretability and explainability in machine learning. GP is one such approach and has the potential to take the lead, provided it can simplify its generated models by reducing their size. This paper proposed two simplification techniques to reduce the size of GP generated models. Both of these techniques work as part of the evolutionary process, thus offering a chance to control bloat as well. An added benefit of these techniques is keeping redundancy under check. The proposed approaches are tested by implementing a well-known psychological experiment and the classical symbolic regression problem. Both these approaches performed better than the plain GP. No extra cost is incurred in the form of loss of fitness and/or loss in diversity. Both the approaches generated models of significantly smaller sizes as compared to the plain GP.

As claimed, these approaches can be extended using time as a simplification parameter rather than size. Time could be execution time or any other form of time, such as reaction time in the case of the operators used in the Posner task. The potential benefit of using time-based simplification is qualitatively comparing different operators taking part in the model generation. Another idea is to compare these simplification techniques with multi-objective fitness measures where a part of the fitness function will take care of size or time. Thus, penalising individuals with greater sizes and high time measures by assigning them low fitness.

These approaches can be made computationally more viable by storing fitness results and output vectors of the individuals. In this way, whenever required these stored results can be accessed without any need for recalculation. These stored results can also be used as a semantic measure to measure the similarity of two genetic different looking individuals. Hence, the current fitness driven simplification approaches can be extended by output result-driven measures.
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