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The data archive as factory: Alienation
and resistance of data processors

Jean-Christophe Plantin

Abstract

Archival data processing consists of cleaning and formatting data between the moment a dataset is deposited and its

publication on the archive’s website. In this article, I approach data processing by combining scholarship on invisible labor

in knowledge infrastructures with a Marxian framework and show the relevance of considering data processing as

factory labor. Using this perspective to analyze ethnographic data collected during a six-month participatory observation

at a U.S. data archive, I generate a taxonomy of the forms of alienation that data processing generates, but also the types

of resistance that processors develop, across four categories: routine, speed, skill, and meaning. This synthetic approach

demonstrates, first, that data processing reproduces typical forms of factory worker’s alienation: processors are asked

to work along a strict standardized pipeline, at a fast pace, without acquiring substantive skills or having a meaningful

involvement in their work. It reveals, second, how data processors resist the alienating nature of this workflow by

developing multiple tactics along the same four categories. Seen through this dual lens, data processors are therefore not

only invisible workers, but also factory workers who follow and subvert a workflow organized as an assembly line. I

conclude by proposing a four-step framework to better value the social contribution of data workers beyond the

archive.
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Introduction

On my first day as a data processor in a U.S. data

archive, my newly assigned mentor Sarah gave me a

tour of the processing unit.1 After she introduced me

to the other employees and showed me my shared

office space, we stopped by the office supply cabinet

next to the copy machines. She gave me a quick over-

view of the items inside, mentioning that this was where

to find aspirins. She punctuated her description with a

smile, as a friendly yet clear warning of the future head-

aches to come in this work. After smiling back, I

noticed a hammer on the lower shelf of the same cab-

inet. As I mentioned the incongruity of this tool among

pens, notebooks, and colorful sticky notes, she wryly

stated, “It is for tough datasets.”
It did not take me long to experience what this

vignette illustrates: the industrial dimension of working

as a data processor. After the tour of the facility, I was

promptly put to work and learnt for the next six

months what was referred to internally as the

“pipeline,” which designates the set of standardized
procedures to prepare datasets between their reception
and their publication. The work of data processors
consists of restructuring and formatting data according
to specific archival standards, and takes place between
the moment a dataset is deposited for archiving, typi-
cally by a researcher, and its publication on the insti-
tution’s website. During this process, my teammates
and I assessed the quality of deposited datasets, entered
the metadata, restructured them if needed, and format-
ted the documentation. We executed these repetitive
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tasks at a fast pace, without choosing the datasets we
worked on, and without acquiring specific archival
skills. When one of the managers of the unit described
during an interview our job as a “production type of
work” organized as an “assembly line,” I knew exactly
what he meant. This article takes my former manager’s
phrase as an invitation to explore how a factory ana-
lytical framing contributes to the theorization of the
status of data workers, drawing evidence from the spe-
cific case of processors in a data archive.

Researchers in information studies and science and
technology studies have amply studied data work in the
context of knowledge infrastructures (Borgman, 2010;
Edwards et al., 2013; Jackson et al., 2007). This schol-
arship is organized around the following paradox. On
the one hand, it highlights that data workers provide
the necessary care, maintenance, and repair (Graham
and Thrift, 2007; Jackson, 2014; Mattern, 2014; Russell
and Vinsel, 2018) required for the dissemination,
archiving, and reuse of data. Downey (2014) showed,
for example, how specific “information labor” is
required to move data between contexts of production
and of reuse. Leonelli (2016) similarly demonstrated
how data curators are responsible for “packaging”
data in biological research and hence allowing their
sharing and reuse by other researchers. The recent
analysis of a plurality of data sharing initiatives
revealed how dedicated data preparation is primordial
to its publication and reuse—either at the scale of pri-
vate individuals (Pink et al., 2018), design collectives
(Baker and Karasti, 2018), local governments (Denis
and Go€eta, 2017), or communities involved in informa-
tion management (The Information Maintainers,
2019).

On the other hand, however, the same scholarship
has long noted the sheer disconnect between the con-
tribution of data workers to data circulation and the
lack of appropriate acknowledgement or reward for
their role. As Puig de la Bellacasa put it, care work
involves “labours that are often associated with exploi-
tation and domination” (Puig de la Bellacasa, 2012:
198). Ensmenger describes maintenance in software
development as “difficult, unpopular, and profession-
ally unrewarding” (Ensmenger, 2014: 8). Historians
and sociologists of science have similarly foregrounded
how the crucial contribution of laboratory technicians
to scientific discovery remains invisible (Barley and
Bechky, 1994; Shapin, 1989). When applied to contem-
porary knowledge infrastructures, this lens reveals how
a wide range of data workers—such as information and
database managers (Dagiral and Peerbaye, 2012;
Millerand, 2012) or staff scanning documents
(Chalmers and Edwards, 2017; Ringel and Ribak,
2020)—all remain invisible to virtually anyone outside
their workplace.

However, studying data work through this tension
has two limitations, which this article aims to remedy.
While this scholarship has already shed light on exter-
nal factors to explain the invisible status of data
work—such as the role of race (Timmermans, 2003),
gender (Star and Strauss, 1999; Strauss, 1988), or of the
hierarchical division of status in science (Shapin,
1989)—it has so far not paid enough attention to the
alienating effects of the organization of data work
itself. As shown in this paper, by organizing data proc-
essing as an assembly line, data archives reproduce
forms of worker alienation that have traditionally
been associated to Taylorized work. Based on partici-
patory observation in a data archive, this article details
how working in this setting can prove as alienating as
working on an assembly line. In both settings, work is
based on the repetition of meaningless tasks, on press-
ing time constraints, and on following standardized
procedures.

Second, current research on data workers frequently
operates by shedding light on otherwise concealed
workers and processes, a method often referred to as
“infrastructural inversion” (Bowker and Star, 1999).
While this is a laudable goal, it can neglect the creativ-
ity, skills, and knowledge that processors already
employ to resist their work conditions. As I have
shown elsewhere (Plantin, 2019), processors have
already internalized their position of intermediary
workers bound to remain invisible, and scarcely contest
it. However, looking in this article at processors as fac-
tory workers reveals all the innovative means they
deploy in their everyday work, allowing them to resist
the fast temporality, the meaninglessness, and the
repetitive nature of data processing.

To substantiate this figure of the data archive as a
factory, I rely on an autonomist Marxist view on labor
in post-industrial societies. This perspective has shown
how forms of labor organization typically associated
with factory work persist in a post-industrial economy
(Tronti, 1962). However, the most recent applications
of this theory emphasize the immateriality of contem-
porary forms of labor (Hardt and Negri, 2000, 2004;
Lazzarato, 1996) to the point of overlooking the per-
sistence of Taylorized forms of labor exploitation
(Dyer-Witheford, 2001). Using the case of data pro-
cessors in archive, I show that immaterial labor and
factory work can co-exist in the same work setting. I
do so by revealing how data processors experience such
organization of their labor, and describe it as alternat-
ing between alienation and resistance to a Taylorized
workflow. To substantiate the former aspect, I use
Marx’ definition of estranged labor (Marx and
Engels, 1978[1844]) to conceptualize alienation in
data processing, with the goal of revealing how, similar
to a factory setting, data processors in the archive are
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made “alien” to the result of their labor. Concerning

the latter aspect, the concept of micro-resistance (Scott,

1985) allows me to reveal the multiple tactics that pro-

cessors develop to counter such alienating labor.
This article is based on ethnographic fieldwork con-

ducted at a U.S. archive that specializes in social sci-

ence data (Borgman et al., 2018; Eschenfelder and

Shankar, 2017; Shankar et al., 2016). I conducted par-

ticipant observation at the processing unit of this data

archive, where I worked as an unpaid part-time intern

for six months in 2014. I was granted access to the site

by the then director of the institution for a fixed, six-

month position, and my dual status as data processor

and researcher was made public to all the members of

the archive. This participant observation was comple-
mented by 15 semi-structured interviews, conducted in

2014, with the 8 data processors working at the proc-

essing unit at the time and with 7 employees having

different roles across the archive: the director of the

archive, the director of acquisition, the process

improvement specialist, a metadata librarian, and var-

ious managers of the processing unit. I analyzed the

data—consisting of verbatim quotes from interviews,

notes from participatory observations, manuals and

internal documents—through thematic analysis where

I focused specifically on how data processing is orga-

nized in the data archive, and how it is experienced and

felt by data processors.
The article is organized as follows. In the coming

section, I present the conceptual framework that sus-

tains my argument and how it applies to the context of

the data archive. I start the result section by describing

the field site and the data processing pipeline. I then

show that looking at the data archive as a factory

reveals how the work of data processors oscillates

between alienation and resistance, across four catego-

ries: routine, speed, skill, and meaning. In the conclu-

sion, I go beyond the data archive and open up a

reflection on possible alternative organizations of

data work, from the least to the most radical, in

order to make the contribution of data workers both

visible and socially valued.

Theorizing data processing as factory

work

Data processing possesses many of the appearances of

a “white-collar” job. A typical work day is from 9 a.m.

to 5 p.m. Processors spend most of their time working

in front of their computers, interrupted by frequent

coffee breaks and team meetings. Describing this activ-

ity as factory work requires a deeper look at the labor

process, as I do later in this article, along with defining

what is meant by factory labor.

Early autonomist Marxists stated the hypothesis of
the “social factory” through which capitalism in a post-
industrial society radically expands the exploitation of
labor from the factory to society as a whole (Tronti,
1962). While manual labor seems to recede in Western
economies, they contend that the capitalist exploitation
of labor most directly associated with factory work is
actually being generalized across society. The paradox
that results is the difficulty to see the “specific traits of
the factory” as they are now “lost within the generic
traits of society” (Tronti, 1962). The task of autono-
mist Marxists is therefore to reveal the invisible yet
widespread forms of factory work (and related exploi-
tation) in societies. A more recent example of such
endeavor posits immaterial labor at the center of con-
temporary economies. Such labor “produces the infor-
mational and cultural content of the commodity” and
requires dedicated skills “involving cybernetics and
computer control” (Lazzarato, 1996: 142).
Communication networks generate a form of labor
that “creates immaterial products, such as knowledge,
information, communication, a relationship, or an
emotional response” (Hardt and Negri, 2004: 108).
Immaterial labor therefore expands the capitalistic
extraction of value in two ways: First, in terms of the
commodities that are produced (such as immaterial
goods); second, with the type of labor that is commod-
ified (workers sell not only their manual workforce, but
also e.g. their creativity, their sense of initiative, or their
communicative capacities).

The paradox of autonomist Marxist theories is that
by expanding the factory to the society as a whole, and
by focusing on contemporary forms of immaterial
labor, they lose sight of the persistence of factory-like
forms of labor (Dyer-Witheford, 2001). Processing
datasets in an archive offers a specific case where the
factory remains the central mode of organization of
immaterial labor. On the one hand, data processors
leverage networked technologies (computers, database,
servers) to produce immaterial commodities such as
datasets, metadata, documentations, as well as more
complex added value, such as the trust that future
users have in the deposited datasets, or the prestige
that the social science community grants to the archive.
On the other hand, data processing is organized by the
archive managers and is felt by the data processors as a
factory job. Data processors are, in this regard, less
similar to the creative workers described by current
autonomist thinkers, and very close to the clerical
workers described by Bravermann (1988 [1974]). As
he put it, once Taylorized principles are applied to cler-
ical work—such as the separation of conception and
execution, or the parcelization of labor into repetitive
tasks—even this perceived “white-collar” job becomes
“just as much a site of manual labor as the factory
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floor” (p. 218). The same applies to data processing:
despite possessing all the aspects of office workers, pro-
cessors perform a series of routinized tasks along a pre-
defined series of stages that has strong resemblance
with working on an assembly line.

Data processors do not passively submit to the
Taylorized organization of their labor, though, and
find multiple ways to resist such a standardized and
repetitive job. The ways data processors counter the
alienating nature of their work is not through political
struggle or organized solidarity, as the Marxist tradi-
tion would emphasize, but by employing multiple
forms of everyday resistance. As Scott theorized
(1985), class struggle can take the form of “routine
resistance” targeting the sources of unequal power
while remaining subtle enough to be undetected, e.g.
poaching, squatting, deserting, tax evasion, or foot-
dragging (Scott, 1985). This focus on micro-resistance
reveals the variety of means processors use to contest
and mitigate the alienating nature of their work. As the
findings will show, these range from hanging out and
chatting to more elaborate tactics, such as interchang-
ing the stages of the pipeline, pausing and exploring the
datasets, and even developing expertise or pride in their
processing.

Alienation and resistance on the data
processing pipeline

The stages of data processing in a data archive

The rationale to create archives dedicated to social sci-
ence data can be traced back to the rise of large-scale
quantitative studies starting in the US after the 1940s.
Notable examples include the Roper Poll, the General
Social Survey, the American National Election Studies,
and the Current Population Survey (Converse, 2009).
Early initiatives to acquire these datasets were replaced
by a wider effort in the 1960s to promote comparative
and longitudinal secondary research (Shankar et al.,
2016), which led to the establishment of dedicated
archives, such as the Inter-University Consortium for
Political and Social Research created in 1962, the UK
Data Archive in 1967, the Norwegian Data Archive in
1971, and the Consortium of European Social Science
Data Archives in 1976. Since then, data archives have
included a broader range of data, beyond survey, in
order to reflect the heterogeneity of data being collect-
ed across social sciences. The general mission of data
archives—including the one at the center of this arti-
cle—is to acquire, process, store, and publish datasets
collected or deposited to the archive, in order to foster
secondary reuse. Data archives can also play a role in
professional archival organizations, for example by
designing archiving standards and good practices,

being involved in research projects, or even providing
courses on data analysis. In this context, the specific
role of data processors is to format, structure, and pre-
pare datasets for publication in order to foster trust in
the datasets during future reuse (Plantin, 2019).

At the time of my fieldwork, the data processing
unit consisted of a management team of three mem-
bers, eight data processors, and other employees who
shared their time with other units of the archive (such
as technical support). Several interns were also present
and learning data processing. These colleagues had
almost all recently completed their undergraduate stud-
ies, and some were pursuing a part-time Master’s
degree. They were all hired at the processing unit
with an undergraduate degree in social science
(mostly psychology and sociology), and some of them
had prior experience as research assistants. The major-
ity were women, mostly white and in their early to mid-
twenties, and they had been at the archive for at least
several months.

Through this position, I received the same training
as newly hired data processors. I worked under the
supervision of a senior processor, had my own work-
station, and processed datasets. I learned the stages of
the data processing pipeline by practicing, reading ded-
icated internal manuals, attending regular team meet-
ings, and by frequently chatting online with my mentor
Sarah. I summarize them as follows:

1. After a researcher (internally simply called “PI” for
Principal Investigator) deposits a dataset, or after
the archive acquires it and sends it to the processing
unit, the data and all the accompanying documents
such as codebooks, articles, or other descriptions are
reviewed by the management team of the unit, which
assesses the level of processing needed and dis-
patches it to a data processor.

2. After reviewing the dataset—typically survey data—
and assessing the amount of work needed to process
it, the data processor starts working on the data: this
consists of a series of tasks to remove flaws and
discrepancies in the structure of the dataset and to
format it according to the archive templates. They
typically consist of irregularities and formatting
issues, such as labels that are missing, incomplete,
or that contain irregular characters. The processor’s
task consists of spotting these discrepancies and
reformatting the dataset according to the archive’s
templates.

3. Once this is completed, all the files are sent to the
management team and to a colleague processor for
quality control. They each review all the outputs
separately to see if all irregularities from the original
datasets have been found and fixed, and whether all
the documents follow the archive template.
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4. Once reviewed and approved, the datasets and all

accompanying documents are sent for publication

and made accessible through the archive website.

Alienation on the assembly line

Working at the archive and processing data, hanging

out with my colleagues, or formally interviewing them

granted me insights to advance a series of similarities

between data processing and factory work, which I

describe in this section across four categories (routine,

speed, skills, and meaning, cf. Table 1). Using this

framework, I first reveal four aspects of the alienating

nature of data processing. According to Marx, the divi-

sion between capital and labor, which characterizes the

capitalist economic model, excludes workers from the

product of their work. Labor, for Marx, is at the same

time an act of production (e.g. of an object) and, in the

context of wage labor, is an act of estrangement of

workers, through which the result of their labor is

something made external to them (Marx and Engels,

1978[1844]).
Similar to the estranged labor described by Marx,

processing datasets consists of following highly stan-

dardized and routinized procedures, which do not

leave room for creativity or expression in the work-

place. Data processing consists of working on materials

and under a temporality that processors do not have

control over, similar to the conveyor belt of the assem-

bly line. Processing data does not result in the acquisi-

tion of specific skills, and no matter how long

processors keep this job, they do not become special-

ized in archiving science. Finally, because of all these

characteristics, processors question the general mean-

ing and contribution of their work to society. The final

dataset processors produce is therefore “something

alien” to them (Marx and Engels, 1978[1844]: 71).

After presenting this aspect of data processing, the fol-

lowing section will examine four modes of resistance

that the same workers employ as a response to tackle

each form of alienation (cf. Table 1).

Standardization. Data processing is strictly framed by a

series of documents, such as the processing manual,

and by routines, which together ensure that all process-

ors work in a similar manner. The tradition of mentor-

ship, during which a new employee will learn

processing under the guidance of a senior processor,

also reproduces similar ways of working. The final
stage of quality control exists to make sure that all
the outputs (datasets, documentation, and codebooks)
follow the same template. At this stage, if a processor
produced a dataset that differs from the expected
format, they would be asked to go back to specific
stages of the pipeline and to complete it again following
established practices. As my fellow data processor Lina
told me, what results from this standardization is that
“everybody has to do the same kinds of things, exactly.
It’s a similar process [. . .] and we don’t really get spe-
cialized at that level.”

If this standardization provides a handy series of
boxes to tick in order to achieve the desired outcome,
it also comes with its downsides. The first is the sense of
boredom resulting from a prescribed series of tasks, as
described by Lina: “Sitting at your desk for a long
period of time is hard. The job can be boring. It can
be redundant.” The rigidity of the pipeline can also be
frustrating for processors who want to innovate. Once,
Brett found a way to display more clearly the corre-
spondence between the questions from the codebook
and the variables in the dataset. However, because
this was not part of the expected formatting, he was
asked to redo it according to the guidelines. He
expressed his frustration:

I thought I had found a way to use less time and create

a better product [. . .] In the end, I thought the code

book would be clearer and have taken me less time to

do. And I felt that the way they wanted it to be done

would take more time and be equal or worse.

Enforcing speed. Considering data processing as a facto-
ry job also reveals the temporality of work at the proc-
essing unit. Processors do not have control over the
frequency of deposit of datasets at the archive, nor
over the rhythm of processing. By design, the archive
managers do not know future depositors of studies in
advance. By extension, they cannot anticipate when
datasets are going to be deposited. The acquisition
team of the archive can sometimes proactively acquire
datasets, letting the data processing unit know about
datasets that are coming. Similarly, some large-scale
polls are deposited every year, hence giving an estimat-
ed date for future deposit. Beyond these cases, there is
no control over the rhythm of submission.

Table 1. Taxonomy of alienation and resistance in data processing.

Routine Speed Skills Meaning

Alienation Standardization Enforcing speed Deskilling Meaninglessness

Resistance Reordering Socializing Expertise Knowledge and pride
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The result is that processors constantly feel pressed
for time. As one of the managers of the unit mentioned,
“we are trying to get as many [datasets] done as we can
every year, because we really report to the council and
to the member institutions. And so, we want to get as
much out there as possible.” This feeling of working
against the clock was mainly felt by the management
team, as they were the ones receiving incoming datasets
and are accountable to the archive’s council, but it was
also shared among the processors.

Deskilling. As a consequence of the fast pace, there is no
time for the processing team to become specialized. The
processing unit does not implement specific standards
from the archiving world. Rather, they remain at a
general processing level. For example, as Steve, a man-
ager, explains:

I think that [other units of the archive] are able to

spend more time and so they develop their specific

skills a little bit more. I know [one of them] works

with DDI,2 XML, a lot more than we do. We go

through [the pipeline] and when we produce an XML

file, we make sure that it’s valid, but we don’t go in and

adjust it. We don’t develop that.

Due to the fast pace under which they have to pro-
cess datasets, there is no possibility for processors to
develop skills in the latest archiving standards, some-
thing that other specialized units in the archive are able
to do. For the same reason, processors do not learn
about research methods either. As Lina, a data proces-
sor, puts it:

I just think it would take you a long time to really learn

a lot about research method with just your processing

[. . .] because you wouldn’t run into these issues, and

along the way I think you would need to be doing pro-

fessional development, learning all these packages. If

you are not doing that I don’t see anyone really learning

a lot about research methods or how to analyze data.

Many processors mentioned how they developed
their functional knowledge of the various statistical
packages used in the archive. However, because they
work only on the structural level of data, they do not
develop analytical skills.

Meaninglessness. The combination of the routine nature
of the job, lack of transferable skills, and absence of
career progression results in processors thinking of
their job as temporary. As Steve states:

Right now, there’s not so many people but we have had

quite a few that have stayed on for a couple of years, or

a year or two. It’s only been recently with the downturn

of the economy where people have stayed longer

because this is not really. . . [. . .] It was never thought

of as a long-term kind of a career place.

The reduced number of managers needed, most of

whom were appointed recently, similarly reduces inter-

nal career progression. In addition to these poor career

prospects, several processors mentioned that they

wanted to find a more meaningful job. This is how

Shannon considers her job as data processor:

No offense, I feel like it doesn’t really add value to the

world. Of course, it helps professors, to put their data

[out there] but in terms of direct help to people? [. . .] I

can see maybe someone getting some data that we pro-

cess here and writing a paper and maybe someone on

Capitol Hill looking at it, but the odds of that are very,

very, very low.

Most processors indeed consider this job as transi-

tory toward something else, such as applying to grad-

uate school. The meaninglessness of the job also comes

from the division of labor between PI and data process-

ors. The current model of data archiving emphasizes

the responsibility of the researchers in preparing their

data before submission to an archive. This consists of

PIs providing details on the data collection methods, on

the structure of data files, or on the control procedures

adopted for the deposited dataset. These details are

crucial to the data archive, and a dataset well prepared

will result in an easier processing and faster publication

by the archive. Data archives try to incentivize and

guide researchers to prepare their data before submis-

sion, for example, by publishing detailed guidelines for

data preparation.3 However, despite these documents,

studies on data sharing show that extra costs, time, and

labor constitute major disincentives for researchers to

adequately prepare their data for sharing (Borgman,

2012; Tenopir et al., 2011).
By contrasting such necessary data preparation

before submission and the lack of incentives for depos-

itors to do it, it appears that the role of processors is to

compensate for the lack of adequate data preparation

by researchers depositing their datasets. This task is a

common source of frustration for processors. As Sarah

put it: “sometimes we get so bogged down with adding

things that [depositors] should have added themselves.”

While formatting the data for publication requires

some knowledge about the institutional templates

that only the data processors can possess, the stage of

preparing datasets frequently comes with the uneasy

feeling of “cleaning up” after someone—as there are

many flaws that could have been identified easily and
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repaired by the depositors themselves before submis-
sion—adding to the meaninglessness of the job.

Micro-resistance on the assembly line

Literature on the invisible labor in knowledge infra-
structure tends to concentrate on shedding light and
giving voice to invisible care workers, typically through
an “infrastructural inversion” (Bowker and Star, 1999)
taking the form of scholarship, art projects,4 and man-
ifestos (The Information Maintainers, 2019). However,
considering data processing as Taylorized work goes
beyond the opposition between visibility and invisibil-
ity, and sheds light instead on the multiple ways pro-
cessors already resist their work conditions.
Scholarship in anthropology has complemented the
emphasis in Marxian analysis on collective organiza-
tion of labor to show how class struggle also takes
place at the micro-level e.g. in the forms of tactics
(Certeau, 1990) or bricolage (L�evi-Strauss, 1962).
Similarly, Scott’s concept of “micro-resistance” (1985)
brings to the fore practices that can appear as mundane
and prosaic, but in the context of the workplace, can
constitute forms of resistance.

In the archive, data processors similarly developed
four types of micro-resistance (presented below and
summarized in Table 1): they find ways to re-order
the stages that constitute the pipeline, hereby going
against its linear and repetitive nature; they take time
to socialize, as a way of reclaiming time over a fast-
paced job; they develop expertise in a pipeline that
rewards fast execution of a series of pre-defined
stages; finally, they develop knowledge and pride in
their work, for example by exploring datasets instead
of working only on their structure.

Reordering. The pipeline is designed in a linear way and
requires processors to complete specific tasks before
being able to move on to the next ones. Within these
stages, however, processors still have the possibility to
organize their workflow in different ways. For exam-
ple, some processors postpone some stages, such as
metadata, until they can no longer avoid them. As
Shannon puts it: “you can kind of tweak [the pipeline]
as you need [. . .]: I can fill out the basic parts of the
metadata and come back, but when you’re doing your
first quality check, you need to have all of your meta-
data done.” Similarly, when identifying and fixing
flaws in datasets, processors like Sarah worked on
“designated missing values first or [. . .] value labels
first,” with the same end result.

Reordering tasks in the pipeline allows processors to
reorganize their workflow in a way that better reflects
their personal preferences. For some, it is a way of
postponing a less appreciated part of the job.

Shannon jokes about her relationship with metadata:
“We just don’t get along very well,” while this stage
makes Lina feels she is “in school again” because
adding metadata requires a lot of editing and multiple
checks. For others, it allows them to choose their pre-
ferred technique to execute a specific stage, even if it
can be different from the one taught in the processing
manuals. For example, Brett prefers using macros
instead of regular expressions to structure a dataset,
as the latter is not “where [his] skill set is.” Whatever
the reasons, the management team tolerates such
departing from the order of processing stages, as long
as the final outputs follow the standard templates of
the archive.

Socializing. During our shifts, my colleagues and I
would take long and frequent breaks. We congregated
in the section of the hallway where most of the pro-
cessors’ offices were situated, conveniently located at
the other end of the office of the managers. Chats
revolved around everyday life, living in the city, shar-
ing gossip about other employees, and sometimes
talking about the processing work itself. Nothing is
out of the ordinary in this practice. However, what
came out of individual interviews was that processors
felt even more inclined to engage in this social aspect
of the job, as it constituted a way to break the
‘boring’ routine inherent in processing. Without a
break, “it’s just me and my data every day,” as Lily
put it. For some, it even constituted one of the main
perks of the job and directly contrasted with their past
employment histories. As another processor named
Kenneth put it:

I like being around other people who think the same

way when it comes to research and stuff like that.

Whereas if I were to go back to driving a truck, I’m

not gonna get into too many research conversations.

These informal moments were also opportunities to
talk about work, especially when someone is stuck on a
stage of the pipeline. For example, Brett likes “trying to
troubleshoot with the other employees” through infor-
mal chatting. In this workplace where employees are
tasked with processing datasets as fast as they can,
taking frequent breaks is a way to regain control over
the labor discipline shaped by the “clock time” of the
factory (Thompson, 1967).

Expertise. While processing is based on an existing pipe-
line with a series of predetermined tasks, it also
demands problem-solving capacities that allow some
processors to develop a form of expertise and even a
reputation in the unit. Some datasets require extensive
reformatting or come with flaws that are not directly
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identifiable. Kenneth mentioned how he especially likes

the challenge “when there’s a study that’s messed up

and [he has] to try to piece it together.” He is not sure

why he is specifically good with these datasets—he

mentioned a vague capacity to see “the big picture.”

Still, he has gained over time a reputation among his

peers and managers for being specialized in such chal-

lenging datasets—that he calls “disaster studies”—to

the point of being a running joke with his manager.

He remembers him facetiously saying once, “I’m sure

I’ll have some disaster, clunky studies to give you.”
The organization of the pipeline largely precludes

personal initiatives, making all processors in theory

interchangeable with each other. The fact that some

processors possess an expertise that makes them actu-

ally stand out, and that they claim this reputation in the

archive, is a form of resistance against an anonymizing

organization of labor that levels each processor’s

contribution.

Knowledge and pride. By design, data processing con-

cerns only the structure of the data and does not

require in-depth analysis of the content, methodology,

or results of a study. However, processors have to

develop some minimal knowledge about the formal

description of the study—typically the author, type of

data, and the context of collection. This information is

gathered by looking at the various documents coming

with the study (such as published papers) and some-

times from searching on the internet. This knowledge is

necessary and part of the job, as processors need even-

tually to write the metadata and other descriptions of

the study for the archive’s website. As Sarah told me

early on during my internship, “when you work on a

study, you’re the person in the archive who knows that

study the best.” This knowledge remains, however, ad

hoc and temporary, and will last only as long as the

processor is working on the study.
Processors also develop another somewhat unex-

pected type of resistance that comes from direct explo-

ration of datasets in their spare time and not as part of

their processing. It either consists of looking at the fre-

quencies of the datasets they are processing, or doing

basic analyses such as cross-tabulating two variables.

In this way, Kenneth could, for instance, learn about

the differences between the international perception of

the U.S. President and U.S. foreign policy:

I would think that people would paint it with a broad

brush. If you don’t like American foreign policy, then

you don’t like American politicians, you don’t like

Barack Obama and you don’t like the American

public [. . .] but it’s actually, surprisingly, not like that.

Lily similarly spent time exploring a dataset on

dating, in which:

they had asked respondents: ‘what would be the most

convincing pick-up line?’ [She laughs] And I don’t

remember the responses but, it was funny, and I

remember thumbing through and wanting to work on

that project.

This type of data exploration is not part of the pipe-

line and is not directly useful for processing, but still

constitutes a way of compensating for the distant view

on data and the boredom that processing involves.

While the pipeline restricts the work of processors at

the structural level of data, taking time to explore and

learn from the actual content of datasets acts as a form

of micro-resistance.
Finally, when the study has gone through all the

stages of the pipeline and passed the final quality con-

trol, processors experience a feeling of relief that they

do not have to work on that study anymore—but also a

sense of pride in delivering a product whose quality is

certified by high-quality standards. As Caroline put it:

It’s just kind of satisfying to get [the dataset] to the

point where you’ve checked all your errors. You have

no warnings, no errors. Everything looks good. You’ve

designated all your missing [values] and [it’s] just like

having the complete finished product.

This pride in a well-executed job echoes the sense of

altruism, mentioned earlier, coming from making social

science better through creating validated datasets. Brett

told me how “cracking data mistakes [is] important to

[him] because that’s the actual data people are gonna

be working with.”
Many have warned against a tendency to romanti-

cize the heroic actions of social actors through the con-

cept of micro-resistance (Abu-Lughod, 1990; Gal,

1995). Moreover, as autonomist Marxists have pointed

out, the extension of the factory to the society as a

whole means that even resistance already falls within

the reach of capitalism. Similarly, the forms of resis-

tance in the data archive are not felt nor presented as

heroic, and they in fine do not change anything to the

way the pipeline is organized. However, if resistance is

less relevant as a means to actually change things, it

offers a powerful diagnostic of power (Abu-Lughod,

1990). In the case of the archive, the study of micro-

resistance shows how power relations are organized in

the data archive, resulting at the same time in an alien-

ating organization of data processing that processors

contest by carving out time and space to find meaning

in their work.
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Conclusion and suggestions to value data

workers’ contributions

The analysis of data processing in an archive comple-
ments research that has demonstrated the importance
of care, repair, and maintenance applied to data work
(Baker and Karasti, 2018; Denis and Go€eta, 2017; Pink
et al., 2018; The Information Maintainers, 2019). In the
context of knowledge infrastructure, such research typ-
ically focuses on uncovering the contribution of invis-
ible labor to knowledge production (Downey, 2002;
Star and Strauss, 1999; Strauss, 1988; Suchman, 2007;
Timmermans, 2003). This article contributes to these
two bodies of research by showing that the low status
of data processors does not result only from factors
such as race, gender, and hierarchical division in aca-
demia, but also from the very organization of labor.
Relying on Autonomists’ theories on the society as fac-
tory and on immaterial labor (Dyer-Witheford, 2001;
Lazzarato, 1996; Michael and Negri, 2004; Tronti,
1962) to analyze results from the ethnography of a
data archive yields two main results. First, the organi-
zation of data processing in an archive results in a
workflow very similar to an assembly line. Data pro-
cessors are not only invisible and unacknowledged data
workers, but also factory workers experiencing forms
of alienation typical of Taylorized work, across the
four dimensions of routine, speed, skills, and meaning.
Second, I show that the same alienating procedures
generate forms of micro-resistance (Scott, 1985). Data
processors develop creative tactics to resist the bore-
dom and meaninglessness of their job, ranging from
taking frequent breaks to developing specific knowl-
edge around data processing, and even taking pride
in the result of their labor. Data archives can be seen
simultaneously as an institution allowing the circula-
tion of data and knowledge, but also as a factory rely-
ing on low status and repetitive labor to deliver reliable
datasets. In this context, data processors are alienated
twice: their capacities for initiative and creativity when
processing datasets in the archive are prohibited by a
strict and standardized framework; and their larger
contribution to social science remains equally unac-
knowledged, despite the essential work they provide
to create trust in datasets.

Compared to contemporary forms of “digital
Taylorism” such as micro-work (Altenried, 2020;
Gray and Siddharth, 2019) or “gig work” in the plat-
form economy (Huws, 2019; Woodcock and Graham,
2019), everyday work at the data archive is relatively
protected. The archive where I worked is related to the
local university, and therefore provides benefits and
relative employment security to its employees—a
strong motivation for processors to apply and stay on
the job. Workplace surveillance is almost non-existent,

beyond the pressure to process datasets on time. The

secure environment of the data archive, and the types

of micro-resistance that are developed there, provide a

productive setting to experiment with new ways of

bringing visibility and acknowledgement to data work-

ers beyond the data archive—for example in the forms

of Mechanical Turk workers (Irani, 2015), content

moderators (Gillespie, 2018; Roberts, 2019), or

micro-workers training artificial intelligence algorithms

(Tubaro et al., 2020). Moreover, using the factory as a

heuristics to study labor politics of data work takes

part in a wider effort in critical library and information

studies to bring together archiving with social theory

(Waterton, 2010), materiality (Stuchel, 2020) and fem-

inist epistemologies (Caswell, 2020).
Answering this call to embrace the normative

dimension of scholarship, results from this ethnogra-

phy offer a four-stage roadmap (cf. Table 2) to

acknowledge and value data work and imagine what

an emancipatory organization of this work could be.

These stages range from the least to the most radical

solutions: making data workers visible, acknowledging

their contribution, building collective organization,

and contesting the division of labor between data pro-

ducers and data workers.

Making data workers visible

The first step consists of uncovering the presence of

invisible data work. This can be achieved through

scholarly publications—as witnessed by the existing

scholarship cited earlier on invisible labor in knowledge

infrastructures—or through other means such as inves-

tigative journalism, documentary films, or art projects.

Beyond the archive, other contemporary cases include

pseudo-AI (Tubaro et al., 2020), where a service pre-

sented as automated relies on hidden data entry work-

ers. This step is the most feasible and least radical

option. However, its reach can vary (ranging from a

mostly academic audience for scholarly publication to

a hopefully wider public with art projects), and this

visibility originates from outside actors, not from the

concerned workers themselves.

Acknowledging their contribution

The second step is more ambitious and consists of

showing not only that data workers exist, but also

how their contribution is essential to the functioning

of the socio-technical systems of which they are part

(e.g. social media platforms). At the level of the

archive, it could consist of adding the names of the

processors involved in the published dataset (currently

not mentioned), or of a dedicated section of the

archive’s website presenting who the processors are
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and what they do. Some of these initiatives have
already been implemented by archives, such as video
clips describing curation on the ICPSR’s website.5

Building collective organizations

The third step moves closer to a radical change of the
organization of data work. Building upon a Marxist
tradition of labor movement, it would consist of devel-
oping professional organizations representing the inter-
ests of data workers, similar to a union. In the archive,
such organization would aim to improve work condi-
tions (such as allowing contributions to the pipeline),
to recognize the skills they develop and those that they
should acquire to be competitive for subsequent career
mobility. In the archive, that could take the form of
offering additional training to processors in the latest
archival standards, or developing pathways to further
studies at the university. Several initiatives in the “gig
economy” are close to this third stage and aim to adapt
traditional forms of workers’ representation to
platform-mediated labor (Graham and Shaw, 2017).

Contesting the division of labor

The last and most radical step consists of data workers
gaining deeper control over the data processing pipe-
line. While it is yet to see what a collective ownership of
the means of production would be in this case (with
processors owning the data archive?), current experi-
ments on platform cooperativism (Scholz and
Schneider, 2017) provide the inspiration to contest
the current division of labor between the data pro-
ducers and data processors. As datasets insufficiently
prepared before submission generate additional menial
work for processors, one could imagine processors
sending those datasets back to the depositor for extra
preparation before resubmission. Data archives could

also link the deposit of datasets to the participation of

data producers in the processing of one or parts of a

dataset, just like a food cooperative periodically asks

its members to volunteer to stacking goods.
These are four speculative and provocative steps

that can hopefully trigger reflections and actions,

either at the level of the archive—among archive and

repository managers, information scientists, critical

library and information studies researchers, and data

processors themselves—or with other types of data

work to potentially mitigate its alienating nature and

hopefully to value adequately its contribution to

society.
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Table 2. Four-step framework for the emancipation of data workers.

Goals Means Key scholarship Central figure

Making data workers

visible

Showing the existence

of data workers

Scholarship, art, inves-

tigative journalism

Knowledge infrastruc-

ture studies

Invisible technician

Acknowledging their

contribution

Understanding their

social contribution

Adding names of pro-

cessors in final

product, institution-

al profile webpage

Social studies of repair

and maintenance

Care worker

Building collective

organizations

Developing marketable

skills and career

development

Professional organiza-

tions and

representatives

Marxian approaches to

labor organization

Unionized worker

Contesting the division

of labor

Increasing control of

data workers over

production

Rejecting insufficiently

prepared datasets,

extending the par-

ticipation to data

preparation

Autonomists, Digital

labor theorists

Member of a worker-

owned cooperative
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Notes

1. All the names have been changed.
2. “The Data Documentation Initiative (DDI) is an interna-

tional standard for describing the data produced by sur-

veys and other observational methods in the social,

behavioral, economic, and health sciences,” cf. DDI

Alliance website: https://ddialliance.org/
3. For example, the UK Data Archive: Managing and

Sharing Research Data: Best Practices For Researchers;

Irish Social Science Data Archive: ISSDA Services for

Depositors & Researchers; ICPSR: Guide to Social

Science Data Preparation and Archiving.
4. Such as the Project Mama that aims to uncover everyday

maintenance through “storytelling, including research,

drawings, writings, workshops, conferences, exhibitions

and direct action.” Cf.: http://mama.brussels/office.html
5. Data Management & Curation, ICPSR: https://www.

icpsr.umich.edu/icpsrweb/content/datamanagement/

index.html
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