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We study zero-sum optimal stopping games associated with perpetual convertible bonds in an
extension of the Black-Merton-Scholes model with random dividends under various information
flows. In this type of contracts, the writers have the right to withdraw the bonds, before the
holders convert them into assets. We derive closed-form expressions for the associated value
function and optimal exercise boundaries in the model with an accessible dividend rate policy
which is described by a continuous-time Markov chain with two states. We further consider
the optimal stopping game in the model with inaccessible dividend rate policy and prove that
the optimal exercise times are the first times at which the asset price process hits monotone
boundaries depending on the running state of the filtering dividend rate estimate. We finally
present the value of the optimal stopping game for the model in which the dividend rate policy
is accessible to the writers but remains inaccessible to the holders of the bonds.

1 Introduction

Stochastic game-theoretic problems in which both participants can select random (stopping)
times, at which certain payments are made from one participant to the other, have attracted con-
siderable attention in the literature on optimal stochastic control. The study of such game-theoretic
problems was initiated by Dynkin [16]. The purely probabilistic approach for the analysis of such
games, based on the application of martingale theory, was developed in Neveu [48], Krylov [41],
Bismut [10], Stettner [59], and Lepeltier and Mainguenau [45] among others. The analytical the-
ory of stochastic differential games with stopping times was developed in Bensoussan and Friedman
[8]-[9] in Markovian diffusion models. The latter approach, dealing with the analysis of the value
functions and saddle points of such games, was based on using the theory of variational inequalities
and free-boundary problems for partial differential equations. Cvitanić and Karatzas [11] estab-
lished a connection between the values of optimal stopping games and the solutions of (doubly)
reflected backward stochastic differential equations with general (random) coefficients and provided
a pathwise approach to these games. Karatzas and Wang [39] studied such games in a more general
non-Markovian setting and connected them with bounded-variation optimal control problems. More
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recently, Ekström and Peskir [18] and Peskir [51]-[52] proved that the value function of a general
zero-sum optimal stopping game for a right-continuous (strong) Markov process is measurable, and
found necessary and sufficient conditions for the existence of Stackelberg and Nash equilibria in such
a game. Bayraktar and Ŝırbu [7] applied the stochastic Perron’s method and verification without
smoothness using viscosity comparisons for solving obstacle problems and Dynkin games.

The related concept of the so-called game-type (or Israeli) contingent claims for models of financial
markets was introduced by Kifer [40], who generalised the case of American-type claims, by allowing
the writers to withdraw the contracts prematurely, at the costs of some penalties. It was shown that
the problems of pricing and hedging of such options can be reduced to solving the associated optimal
stopping games. Kyprianou [43] obtained explicit expressions for the rational value functions in two
classes of perpetual game options. Kühn and Kyprianou [42] characterised the value functions of
finite expiry versions of those options by means of the mixtures of other exotic options and martingale
arguments, and produced the same analysis for a more general class of finite expiry game options by
means of pathwise pricing formulae. Kallsen and Kühn [38] applied the neutral valuation approach
for the American and game options in incomplete markets and introduced a mathematically rigorous
dynamic concept of no-arbitrage prices for game contingent claims. The convertible bond optimal
stopping games were studied by Ŝırbu, Pikovsky, and Shreve [57] and Ŝırbu and Shreve [58] within
a structural diffusion model in which the dynamics of the underlying risky asset price are given
endogenously, under an infinite and finite time horizon, respectively. It was particularly shown in
[57] and [58] that the original optimal stopping game can be solved as two separate optimal stopping
problems for the risky asset price process, when the structural model assumes a constant coupon
rate. Further calculations of rational prices of perpetual game options and convertible bonds in
certain reduced-form jump-diffusion models were provided by Baurdoux and Kyprianou [3], [4] and
[5], Ekström and Villeneuve [19], and Baurdoux, Kyprianou and Pardo [6] among others.

In this paper, we study the (zero-sum) optimal stopping game associated with the perpetual
convertible (and callable) bond pricing problem in a reduced-form model in which the dynamics
of the underlying risky asset price are given exogenously. In particular, we consider an extension
of the Black-Merton-Scholes model for the underlying risky asset with the dividend rate dynamics
described by means of a two-state continuous-time Markov chain which is observable by both the
writer and holder of the bond (full information). We further extend the model by allowing the rate
of coupon payments, from the writer to the holder of the bond until an exercise time, to be given by a
linear function of the running underlying risky asset price. Such a feature reflects the current trend,
observed in the modern literature on financial markets, of using derivative securities with floating
coupon rates, dividend rates, and strike prices rather than fixed ones. In this setting, we obtain
closed-form expressions for the value function and optimal exercise boundaries as solutions to the
associated free-boundary problem involving a coupled system of two ordinary differential equations.
Note that closed-form solutions of the optimal stopping problems related to the pricing of perpetual
American lookback and (standard) put options in such a model were obtained by Guo [33] and
Guo and Zhang [34], respectively. Similar optimal stopping problems in other models with regime-
switching parameters were studied by Jobert and Rogers [36] in an extension of the exponential
diffusion-type model to the case with several states for the Markov chain, by Dalang and Hongler
[12] in the associated model with a two-state continuous-time Markov chain and no diffusion part,
and by Jiang and Pistorius [35] in the framework of an exponential jump-diffusion model (see also
[23] for a recently considered regime-switching optimal stopping game with constant rewards used to
obtain the solution of a bounded-variation control problem).

In the present paper, we also consider the perpetual convertible bond pricing problem in the ver-
sion of the model described above in which the dividend rate dynamics is unobservable by both the
writer and the holder of the convertible bond (partial information). In this setting, the original prob-
lem is equivalent to an optimal stopping game for a two-dimensional (Markovian) diffusion process
having the underlying risky asset price and the filtering estimate of the dividend rate (Wonham filter)
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as the state space components. Note that such a two-state hidden Markov model was proposed by
Shiryaev [56; Chapter III, Section 4a] for the description of interest rate dynamics, and then applied
by Elliott and Wilson [21] for the computation of zero-coupon bond prices and other quantities in the
interest rate framework (see also [27]-[28] for the derivation of perpetual American and real option
prices in this model). We conclude the paper with the perpetual convertible bond pricing problem in
the version of the model in which the dividend rate dynamics is observable by the writer but remains
unobservable by the holder of the convertible bond (asymmetric information). Some other (zero-sum)
optimal stopping games in which the infima and suprema are taken over stopping times with respect
to different filtrations have been studied in the very recent literature. For instance, Grün [32] applied
the viscosity solution approach for studying such a game for an underlying diffusion process in which
only one of two players is informed about the precise structure of the payoffs. Gensbittel and Grün
[31] considered a simpler version of such a game in a model in which the dynamics of the underlying
process are modelled by continuous-time Markov chains. The asymmetry of information in other
models for such optimal stopping games was described in Lempa and Matomäki [44] by a random
time horizon which is independent of the underlying process, in Ekström, Glover, and Leniec [17] by
heterogeneous beliefs about the drift of the underlying diffusion process, in Esmaeeli, Imkeller, and
Nzengang [22] by a random variable which is not necessarily independent of the underlying process,
and in De Angelis, Ekström, and Glover [13] by a Bernoulli random variable affecting the drift of
the underlying process only at the initial time (see also De Angelis, Gensbittel, and Villeneuve [14]
for a similar problem where both players have partial information). In our model, the asymmetry of
information is described by a continuous-time Markov chain which is independent of the standard
Brownian motion driving the underlying process. We combine the solutions of the perpetual convert-
ible bond pricing problem in models with full and partial information and use the linear structure of
the reward functionals to show that the optimal stopping game does not have any nontrivial solution
in the model with asymmetric information. In this respect, we actually find optimal stopping times
forming a Nash equilibrium in the considered optimal stopping game with asymmetric information
in the classes of classical (non-randomised) stopping times with respect to the appropriate different
filtrations.

The rest of the paper is organised as follows. In Section 2, we formulate the associated optimal
stopping game for the underlying risky asset price and the dividend rate as well as its filtering
estimate, in order to consider the various models of information. It is shown that the resulting game
can be decomposed into two separate optimal stopping problems for the two-dimensional (strong
Markov) diffusion process (see similar results in [57] and [58] for a model of different type). We prove
that the optimal exercise times for the writer and the holder of the convertible bond under partial
information are expressed as the first times at which the asset price process hits stochastic boundaries,
which are represented by monotone functions of the running estimate of the dividend rate process
(Lemma 2.1). In Section 3, we derive a closed-form solution to the coupled ordinary free-boundary
problem associated with the optimal stopping game for the underlying risky asset price and the
observable dividend rate which constitute the model of full information (Theorem 3.1). In Section 4,
we verify that, under the assumption of regularity of the points of the optimal exercise boundaries for
the stopping regions relative to the underlying risky asset price and the filtering estimate process, the
solution of the associated parabolic-type free-boundary problem provides the solution of the optimal
stopping game (Lemma 4.1). We then state the main results concerning the perpetual convertible
bond optimal stopping game in the model with partial information (Theorem 4.2). We also give a
closed-form solution to the optimal stopping game in terms of Gauss’ hypergeometric functions under
certain relations on the parameters of the model (Corollary 4.3). In Section 5, we conclude with the
optimal stopping game in the associated model of asymmetric information in which the dividend
rate is observable by the writer but remains unobservable by the holder of the bond (Corollary 5.1).
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2 Preliminaries

In this section, we introduce the setting and notation of the optimal stopping game which is
related to the pricing of perpetual convertible bonds in the various models of information considered
in the paper.

2.1 The model. For a precise formulation of the problem, let us consider a probability space
(Ω,G,P) with a standard Brownian motion B = (Bt)t≥0 and a continuous-time Markov chain Θ =
(Θt)t≥0 with two states, 0 and 1. Assume that Θ has the initial distribution {1−π, π} , for π ∈ [0, 1],
the transition probability matrix {e−λt, 1 − e−λt; 1 − e−λt, e−λt} , for t ≥ 0, and thus, the intensity
matrix {−λ, λ;λ,−λ} , for some λ ≥ 0 fixed. Moreover, suppose that the processes B and Θ are
independent. In other words, the Markov chain Θ changes its state from i to 1− i at exponentially
distributed times of intensity λ , which are independent of the dynamics of the Brownian motion B .
Such a process Θ is called a telegraphic signal in the literature (see, e.g. [47; Chapter IX, Section 4]
or [20; Chapter VIII]). We define the process S = (St)t≥0 by

St = s exp

(∫ t

0

(
r − σ2

2
− δ0 − (δ1 − δ0) Θu

)
du+ σ Bt

)
(2.1)

which solves the stochastic differential equation

dSt =
(
r − δ0 − (δ1 − δ0) Θt

)
St dt+ σ St dBt (S0 = s) (2.2)

where s > 0 is fixed, and r > 0, δi > 0, i = 0, 1, and σ > 0 are some given constants. Assume that
S describes the risk-neutral dynamics of the market price of a dividend paying risky asset under
a martingale (risk-neutral) probability measure P , where r is the interest rate of a riskless bank
account and σ is the volatility coefficient. Suppose that Θ reflects the behaviour of the economic
state of the firm issuing the asset, where the firm is in the so-called good state at Θ = 0, or in the
so-called bad state at Θ = 1, and the asset pays dividends at the rate δ0(1−Θ) + δ1Θ. We further
assume that the process Θ has the same distribution with respect to the martingale measure P as
with respect to the initial or physical probability measure. This property allows us to specify the
pricing measure P from the set of all martingale measures in the incomplete market model defined
in (2.1)-(2.2).

It is shown by means of standard arguments (see, e.g. [47; Chapter IX] or [20; Chapter VIII])
that the asset price process S from (2.1)-(2.2) admits the representation

dSt =
(
r − δ0 − (δ1 − δ0) Πt

)
St dt+ σ St dBt (S0 = s) (2.3)

on its natural filtration (Ft)t≥0 , and the filtering estimate Π = (Πt)t≥0 defined by Πt = E[Θt | Ft] ≡
P(Θt = 1 | Ft) solves the stochastic differential equation

dΠt = λ (1− 2Πt) dt−
δ1 − δ0

σ
Πt(1− Πt) dBt (Π0 = π) (2.4)

for some (s, π) ∈ (0,∞)× [0, 1] fixed. Here, the innovation process B = (Bt)t≥0 defined by

Bt =

∫ t

0

dSu
σSu
− 1

σ

∫ t

0

(
r − δ0 − (δ1 − δ0) Πu

)
du (2.5)

is a standard Brownian motion, according to P. Lévy’s characterisation theorem (see, e.g. [47;
Theorem 4.1]). It can be verified that (S,Π) is a (time-homogeneous strong) Markov process, under
P with respect to its natural filtration (Ft)t≥0 , as a unique strong solution of the system of stochastic
differential equations in (2.3)-(2.4) (see, e.g. [49; Theorem 7.2.4]). Note that the model presented
above which contains the observable process S and the estimate process Π of the continuous-time
Markov chain Θ given running observations is known as the Wonham filter in the literature (see [60]
for the original formulation of the model and derivation of the stochastic differential equations).
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2.2 The optimal stopping game. Suppose that an investor writes a convertible bond on the
underlying risky asset with market price S and sells it to another investor at time zero. Then, the
holder of the bond can decide whether to continue holding it and collect the coupon payments at the
rate c+ νS , with some c > 0 and ν > 0 fixed, or to terminate the contract by converting it into α
units of the asset, thus receiving the amount αS , for some α > 0 fixed. At the same time, the writer
can recall the bond at some (penalty) strike K > 0, while offering the opportunity to the holder to
convert the bond instantly, who thus receives the amount K ∨ (αS) ≡ max{K,αS} . In these cases,
the total (discounted) amount paid by the writer to the holder is equal to

Yt =

∫ t

0

e−ru (c+ νSu) du+ e−rt αSt or Zt =

∫ t

0

e−ru (c+ νSu) du+ e−rt
(
K ∨ (αSt)

)
(2.6)

at any converting or recalling time t ≥ 0, respectively. The holder looks for a converting time
maximising the expected discounted amount paid by the writer, while the latter looks for a recalling
time minimising the equivalent quantity. Taking this into account, it follows from the results of
Kifer [40] and Kallsen and Kühn [38] (see also [29] or [6]) that such a contract can be expressed as
a standard game contingent claim. More precisely, a rational (or no-arbitrage) value of such a claim
is given by the value of the optimal stopping game

V∗(s, π) = inf
ζ

sup
τ

Es,π
[
Yτ I(τ < ζ) + Zζ I(ζ ≤ τ)

]
= sup

τ
inf
ζ
Es,π

[
Yτ I(τ < ζ) + Zζ I(ζ ≤ τ)

]
(2.7)

where Es,π denotes the expectation with respect to the probability measure Ps,π under which the two-
dimensional (time-homogeneous strong) Markov process (S,Π) starts at some (s, π) ∈ (0,∞)× [0, 1],
and I(·) is the indicator function. We first assume that the infimum and the supremum in (2.7) are
taken over all stopping times ζ and τ with respect to the filtration generated by the process (S,Π),
which corresponds to the case of the model with partial information. It follows from the results of
Cvitanić and Karatzas [11; Theorem 4.1] based on the solutions of the associated (doubly) reflected
backward stochastic differential equations that the game-type optimal stopping problem of (2.7) has
a value, for each (s, π) ∈ (0,∞)× [0, 1] fixed. In this paper, we aim at studying (2.7) in the model
of (S,Π) with partial information given by (2.3)-(2.5), deriving closed-form expressions for the value
function of (3.1) below in the associated model of (S,Θ) with full information given by (2.1)-(2.2), as
well as obtaining the value function of (5.1) below in the model with asymmetric information. The
existence of the values or the associated Stackelberg equilibria in optimal stopping games is proved
in the results of Stettner [59], Lepeltier and Mainguenau [45], and Peskir [51]-[52] among others.

By means of the results of general theory of optimal stopping games (see, e.g. [16], [8]-[9], [25]-
[26], [41], [59], [45], and [11] among others), we obtain from the structure of the value function that
the stopping times forming a Nash equilibrium in the optimal stopping game of (2.7) at which the
writer and the holder of the bond should exercise the contract are given by

ζ∗ = inf
{
t ≥ 0

∣∣ V∗(St,Πt) = K ∨ (αSt)
}

and τ∗ = inf
{
t ≥ 0

∣∣ V∗(St,Πt) = αSt
}

(2.8)

so that the continuation region has the form

C∗ =
{

(s, π) ∈ (0,∞)× [0, 1]
∣∣ αs < V∗(s, π) < K ∨ (αs)

}
(2.9)

while the stopping region is the set

D∗ =
{

(s, π) ∈ (0,∞)× [0, 1]
∣∣ V∗(s, π) = K ∨ (αs) or V∗(s, π) = αs

}
. (2.10)

We prove in part (i) of Subsection 4.1 below that V∗(s, π) is a continuous function, and thus, the
optimal stopping times have the structure of (2.8), while C∗ in (2.9) is an open set and D∗ in
(2.10) is a closed set. It follows from the structure of the reward processes Y and Z in (2.6) that
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the inequality Zt < Yt holds when St < K/α , and the equality Zt = Yt holds when St ≥ K/α ,
for any t ≥ 0. Hence, either the event {ζ∗ < τ∗} or {τ∗ < ζ∗} can occur when s < K/α , while
the event {τ∗ = ζ∗} occurs when s ≥ K/α . In this respect, we may conclude that the property
ζ∗ ∨ τ∗ = inf{t ≥ 0 |St ≥ K/α} holds, so that the continuation region C∗ in (2.9) belongs to the
set {(s, π) ∈ (0, K/α) × [0, 1]} , and thus, we further need to consider only the case in which the
inequalities 0 < s ≤ K/α are satisfied for the starting risky asset price. Note that the same property
of separation of the optimal stopping game into two optimal stopping problems was earlier observed
in the studies of games related to convertible bonds, such as in [57]-[58], [29], and [6].

2.3 The structure of optimal stopping times. Let us now prove the existence of the optimal
stopping times ζ∗ and τ∗ in (2.8) and clarify the structure of the associated continuation and stopping
regions C∗ and D∗ in (2.9) and (2.10). Due to the strong explicit dependence of the optimal stopping
boundaries on the values of the model parameters, in order to convey the main ideas in a transparent
way and simplify the subsequent presentation, we further assume that the inequalities 0 < δ1 < δ0 < r
and 0 < ν < αδ1 < αδ0 hold. The cases related to other possible relations between the parameters
of the model can be considered in an essentially similar way.

(i) Let us first observe that, by applying Tanaka’s formula (see, e.g. [55; Chapter VI, Theo-
rem 1.2]) to the processes Y and Z from (2.6) and Doob’s optional sampling theorem (see, e.g.
[47; Chapter III, Theorem 3.6]) to the corresponding stochastic integral processes which represent
uniformly integrable martingales, we get that the expressions

Es,π
[
Yτ I(τ < ζ) + Zζ I(ζ ≤ τ)

]
(2.11)

= Es,π
[ ∫ ζ∧τ

0

e−ru (c+ νSu) du+ e−r(ζ∧τ)
(
K ∨ (αSζ∧τ )

)
− e−rτ (K − αSτ )+ I(τ < ζ)

]
= K ∨ (αs) + Es,π

[ ∫ ζ∧τ

0

e−ruG(Su,Πu) du+

∫ ζ∧τ

0

e−ru d`K/αu (S)− e−rτ (K − αSτ )+ I(τ < ζ)

]
and

Es,π
[
Yτ I(τ < ζ) + Zζ I(ζ ≤ τ)

]
(2.12)

= Es,π
[ ∫ ζ∧τ

0

e−ru (c+ νSu) du+ e−r(ζ∧τ) αSζ∧τ + e−rζ (K − αSζ)+ I(ζ ≤ τ)

]
= αs+ Es,π

[ ∫ ζ∧τ

0

e−ruH(Su,Πu) du− e−rζ (K − αSζ)+ I(ζ ≤ τ)

]
hold, for any stopping times ζ and τ . Here, we set G(s, π) = c+ νs− rKI(s ≤ K/α)− (δ0 + (δ1 −
δ0)π)I(s > K/α) and H(s, π) = c+ (ν − αδ0− α(δ1− δ0)π)s , for all (s, π) ∈ (0,∞)× [0, 1], and the

process `K/α(S) = (`
K/α
t (S))t≥0 defined as the limit in probability by

`
K/α
t (S) = Ps,π − lim

ε↓0

1

2ε

∫ t

0

I
(
− ε < Su −K/α < ε

)
σ2S2

u du (2.13)

is the local time of the process S at the plane K/α . Then, it follows from the expressions in (2.11)
and (2.12) and the structure of the optimal stopping times in (2.8) that the value function of the
optimal stopping game in (2.7) admits the representations

V∗(s, π) = K + Es,π
[ ∫ ζ∗∧τ∗

0

e−ruG(Su,Πu) du− e−rτ∗ (K − αSτ∗)+ I(τ∗ < ζ∗)

]
(2.14)
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and

V∗(s, π) = αs+ Es,π
[ ∫ ζ∗∧τ∗

0

e−ruH(Su,Πu) du− e−rζ∗ (K − αSζ∗)+ I(ζ∗ ≤ τ∗)

]
(2.15)

for all (s, π) ∈ (0, K/α)× [0, 1]. Hence, it is seen from the structure of the integrands in the expres-
sions of (2.14) and (2.15), that it is not optimal for the writer to recall the bond when G(St,Πt) < 0,
while it is not optimal for the holder to convert the bond when H(St,Πt) > 0, for 0 ≤ t < ζ∗ ∨ τ∗ .
On one hand, these facts mean that the points (s, π) ∈ (0, K/α) × [0, 1], for which both inequal-
ities G(s, π) < 0 and H(s, π) > 0 hold simultaneously, belong to the continuation region C∗ in
(2.9), whenever such points exist. On the other hand, these properties also imply that, if the in-
equality c ≤ (r − ν/α)K is satisfied, meaning that G(s, π) ≤ 0, for all (s, π) ∈ (0, K/α] × [0, 1],
then Ps,π(τ∗ ≤ ζ∗) = 1 holds. Moreover, if the inequality c ≥ (δ0 − ν/α)K is satisfied, meaning
that H(s, π) ≥ 0, for all (s, π) ∈ (0, K/α] × [0, 1], then Ps,π(ζ∗ ≤ τ∗) = 1 holds. In particular,
we see in the latter case that, if c ≥ rK holds, then we have H(s, π) ≥ 0 as well as G(s, π) ≥ 0,
for all (s, π) ∈ (0, K/α] × [0, 1], which means that it is optimal for the writer to recall the bond
instantly, so that ζ∗ = 0 should hold in that case. It finally follows from the arguments above that
if (δ0 − ν/α)K ≤ c ≤ (r − ν/α)K holds, then Ps,π(ζ∗ = τ∗) = 1, for all (s, π) ∈ (0, K/α]× [0, 1], so
that ζ∗ = τ∗ = inf{t ≥ 0 |St ≥ K/α} should hold in that case.

(ii) Let us now assume that the property (r − ν/α)K < c < rK holds, which does not depend
on the starting point (s, π) of the process (S,Π), so that it implies that ζ∗(s, π) ≤ τ∗(s

′, π′) (P-a.s.),
for all (s, π) and (s′, π′) from the set (0, K/α] × [0, 1]. Here, we denote by ζ∗(s, π) and τ∗(s

′, π′)
the optimal exercise times of the writer and the holder of the convertible bond forming a Nash
equilibrium in the problem of (2.7) given that the process (S,Π) starts at the points (s, π) and
(s′, π′) from (0, K/α]× [0, 1], respectively. Then, by means of the results of general optimal stopping
theory for Markov processes (see, e.g. [54; Chapter I, Section 2.2]), we conclude from the structure
of the continuation region C∗ in (2.9) and the form of the stopping times in (2.8) as well as from the
expression in (2.14) that

V∗(s, π)−K = E
[ ∫ ζ∗

0

e−ru
(
c+ νS(s,π)

u − rK
)
du

]
< 0 (2.16)

holds, for any (s, π) ∈ C∗ with ζ∗ = ζ∗(s, π). Here and in the rest of this section, we indicate by
(S(s,π),Π(π)) the dependence of the process (S,Π) in (2.3) and (2.4) on the starting point (s, π) ∈
(0, K/α] × [0, 1]. Hence, taking any s′ such that s′ < s < K/α and using the explicit expressions
for the process S in (2.1)-(2.3), we obtain from the expression in (2.14) that the inequalities

V∗(s
′, π)−K ≤ E

[ ∫ ζ∗

0

e−ru
(
c+ νS(s′,π)

u − rK
)
du

]
≤ E

[ ∫ ζ∗

0

e−ru
(
c+ νS(s,π)

u − rK
)
du

]
(2.17)

are satisfied. Therefore, by virtue of the inequality in (2.16), we see that (s′, π) ∈ C∗ . Moreover, we
may conclude from the expression in (2.17) that all the points (s, π) such that 0 < s < a∧(K/α) with
a = (rK− c)/ν , belong to the continuation region C∗ in (2.9) in this case. Note that the inequalities
0 < a < K/α are satisfied, whenever (r− ν/α)K < c < rK holds. On the other hand, if we assume
that (s, π) ∈ D∗ and use arguments similar to the ones above, we see from the equality in (2.16) that
V∗(s

′, π) −K ≥ V∗(s, π) −K = 0 holds, for all s < s′ ≤ K/α , so that (s′, π) ∈ D∗ . Getting these
arguments together, we may conclude that there exists a function a∗(π) such that a ≤ a∗(π) ≤ K/α
holds under (r − ν/α)K < c < rK , and all the points (s, π) such that 0 < s < a∗(π) and π ∈ [0, 1]
belong to the continuation region C∗ in (2.9), while all the points (s, π) such that a∗(π) ≤ s ≤ K/α
and π ∈ [0, 1] belong to the stopping region D∗ in (2.10).

Let us finally assume that (s, π) ∈ C∗ under (r − ν/α)K < c < rK and fix some π′ such that
0 < π′ < π < 1. Then, taking into account the comparison results for strong solutions of stochastic

7



differential equations (see, e.g. [24; Theorem 1]), we obtain from the explicit expressions in (2.1)-(2.2)

and (2.3)-(2.4) that the inequality S
(s,π′)
t ≤ S

(s,π)
t holds, for all t ≥ 0. Hence, using the facts that

(S,Π) is a time-homogeneous Markov process and ζ∗ = ζ∗(s, π) does not depend on π′ , we obtain
that the inequalities

V∗(s, π
′) ≤ E

[ ∫ ζ∗

0

e−ru
(
c+ νS(s,π′)

u

)
du+ e−rζ∗ K

]
(2.18)

≤ E
[ ∫ ζ∗

0

e−ru
(
c+ νS(s,π)

u

)
du+ e−rζ∗ K

]
< K

hold. By virtue of the inequality in (2.16), we may conclude that (s, π′) ∈ C∗ , so that the boundary
a∗(π) is decreasing on [0, 1].

(iii) Let us now assume that the property c < (δ0 − ν/α)K holds, which does not depend on
the initial point (s, π) of the process (S,Π), so that implies that τ∗(s, π) ≤ ζ∗(s

′, π′) (P-a.s.), for
all (s, π) and (s′, π′) from the set (0, K/α] × [0, 1]. Here, we denote by τ∗(s, π) and ζ∗(s

′, π′) the
optimal exercise times of the writer and the holder of the convertible bond forming a Nash equilibrium
in the problem of (2.7) given that the process (S,Π) starts at the points (s, π) and (s′, π′) from
(0, K/α]× [0, 1], respectively. Then, by means of the results of general optimal stopping theory for
Markov processes, we conclude from the structure of the continuation region C∗ in (2.9) and the
form of the stopping times in (2.8) as well as from the expression in (2.15) that

V∗(s, π)− αs = E
[ ∫ τ∗

0

e−ruH(S(s,π)
u ,Π(π)

u ) du

]
> 0 (2.19)

holds, for any (s, π) ∈ C∗ with τ∗ = τ∗(s, π). Hence, taking any s′ such that s′ < s < K/α and
using the definition of the process S in (2.1)-(2.3), we obtain from the expression in (2.15) that the
inequalities

V∗(s
′, π)− αs′ ≥ E

[ ∫ τ∗

0

e−ruH(S(s′,π)
u ,Π(π)

u ) du

]
≥ E

[ ∫ τ∗

0

e−ruH(S(s,π)
u ,Π(π)

u ) du

]
> 0 (2.20)

are satisfied. Therefore, by virtue of the inequality in (2.15), we see that (s′, π) ∈ C∗ . Moreover, we
may conclude that all the points (s, π) such that 0 < s < b(π)∧ (K/α) with b(π) = c/(αδ0 +α(δ1−
δ0)π− ν), for π ∈ [0, 1], belong to the continuation region C∗ in (2.9) in this case. Observe that the
inequalities 0 < b(π) < K/α are satisfied, whenever c < (δ0 +(δ1−δ0)π−ν/α)K holds, for π ∈ [0, 1],
and the latter inequality is satisfied, for all 0 ≤ π < κ with κ = (δ0 − ν/α− c/K)/(δ0 − δ1),
whenever c < (δ0−ν/α)K holds. On the other hand, if we assume that (s, π) ∈ D∗ and use arguments
similar to the ones above, we see from the equality in (2.15) that V∗(s

′, π)− αs′ ≤ V∗(s, π)− αs = 0
holds, for all s < s′ ≤ K/α , so that (s′, π) ∈ D∗ . Getting these arguments together, we may conclude
that there exists a function b∗(π) such that b(π) ≤ b∗(π) ≤ K/α holds under c < (δ0 − ν/α)K ,
and all the points (s, π) such that 0 < s < b∗(π) and π ∈ [0, 1] belong to the continuation region
C∗ in (2.9), while all the points (s, π) such that b∗(π) ≤ s ≤ K/α and π ∈ [0, 1] belong to the
stopping region D∗ in (2.10). It also follows from the arguments above that we have b∗(π) = K/α ,
for κ ≤ π ≤ 1, whenever (δ1 − ν/α)K ≤ c < (δ0 − ν/α)K holds.

Let us finally assume that (s, π) ∈ C∗ under c < (δ0 − ν/α)K and fix some π′ such that
0 < π < π′ < 1. Then, taking into account the comparison results for strong solutions of stochastic

differential differential equations implying that the inequality S
(s,π′)
t ≤ S

(s,π)
t holds, for all t ≥ 0, as

well as using the facts that (S,Π) is a time-homogeneous Markov process and τ∗ = τ∗(s, π) does not
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depend on π′ , we obtain from the expression in (2.15) that the inequalities

V∗(s, π
′) ≥ E

[ ∫ τ∗

0

e−ru
(
c+ νS(s,π′)

u

)
du+ e−rτ∗ αS(s,π′)

τ∗

]
(2.21)

≥ E
[ ∫ τ∗

0

e−ru
(
c+ νS(s,π)

u

)
du+ e−rτ∗ αS(s,π)

τ∗

]
> αs

hold. By virtue of the inequality in (2.19), we may conclude that (s, π′) ∈ C∗ , so that the boundary
b∗(π) is increasing on [0, 1] under δ0 > δ1 .

Summarising the arguments shown above, let us formulate the following assertion.

Lemma 2.1 Let the processes S and Π be defined by (2.3)-(2.5). Assume that the inequalities
0 < δ1 < δ0 < r and 0 < ν < αδ1 < αδ0 hold. In this case, if c ≥ rK holds, then the writer recalls
the bond instantly, so that ζ∗ = 0 in the optimal stopping game of (2.7). Otherwise, if c < rK holds,
then the optimal stopping times from (2.8) have the structure

ζ∗ = inf
{
t ≥ 0

∣∣ St ≥ a∗(Πt)
}

and τ∗ = inf
{
t ≥ 0

∣∣ St ≥ b∗(Πt)
}

(2.22)

so that the continuation and stopping regions in (2.9) and (2.10) take either of the forms

C∗ =
{

(s, π) ∈ (0, K/α)×[0, 1]
∣∣ s < a∗(π)

}
or C∗ =

{
(s, π) ∈ (0, K/α)×[0, 1]

∣∣ s < b∗(π)
}

(2.23)

and

D∗ =
{

(s, π) ∈ (0, K/α]×[0, 1]
∣∣ s ≥ a∗(π)

}
or D∗ =

{
(s, π) ∈ (0, K/α]×[0, 1]

∣∣ s ≥ b∗(π)
}

(2.24)

respectively. Here, a∗(π) and b∗(π) are some functions which are specified as follows:
(i) If (r − ν/α)K < c < rK holds, then

a∗(π) : [0, 1]→ (0, K/α] is decreasing and a ≤ a∗(π) ≤ K/α holds, for π ∈ [0, 1], (2.25)

with a = (rK − c)/ν and b∗(π) ≡ K/α .
(ii) If c < (δ0 − ν/α)K holds, then

b∗(π) : [0, 1]→ (0, K/α] is increasing and b(π) ≤ b∗(π) ≤ K/α holds, for π ∈ [0, 1], (2.26)

with b(π) = c/(αδ0 +α(δ1−δ0)π−ν) and a∗(π) ≡ K/α , where we have b∗(π) = K/α , for κ ≤ π ≤ 1
with κ = (δ0 − ν/α− c/K)/(δ0 − δ1) under (δ1 − ν/α)K ≤ c < (δ0 − ν/α)K .

(iii) If (δ0 − ν/α)K ≤ c ≤ (r − ν/α)K holds, then a∗(π) ≡ b∗(π) ≡ K/α .

It is seen from the assertion of Lemma 2.1 that the writer should recall the bond instantly when
the inequality c ≥ rK holds. This feature intuitively makes it unfavourable for the writer to issue
such a bond, since recalling it immediately turns out to be less expensive irrespective of the underlying
asset price. Taking these observations into account, we assume that the inequality c < rK holds for
the rest of the section. It also follows from the results of Lemma 2.1 that, when the writer (issuer)
pays a relatively large value of fixed coupon rate c compared to the recalling strike price K , then
the writer has the incentive to recall the bond before the holder might convert it. On the other hand,
when the coupon rate c is relatively small (compared to K ), it is not favourable for the writer to
recall the bond soon enough, resulting in the holder converting the bond prior to the writer recalling
it. Finally, when the fixed coupon rate c takes some intermediate values (compared to K ), the writer
and the holder should act simultaneously, by waiting until the underlying asset price increases to the
critical value K/α . We also observe that the optimal strategy of the holder changes qualitatively,
between converting the bond first and waiting to exercise the contact simultaneously with the writer,
according to the running estimate Π of the dividend policy Θ, based on their observations of the
risky asset price S .
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3 The case of full information

In this section, we present a solution to the optimal stopping game in the associated model with
full information, when both the writer and the holder of the convertible bond have access to the
dividend policy of the firm issuing the asset.

3.1 The optimal stopping game. According to the appropriate arguments from Subsection
2.2 above, we may conclude that a rational value of the convertible bond in the model with full
information is given by the value of the optimal stopping game

U∗(s, i) = inf
ζ′

sup
τ ′

Es,i
[
Yτ ′I(τ ′ < ζ ′) + Zζ′I(ζ ′ ≤ τ ′)

]
= sup

τ ′
inf
ζ′

Es,i
[
Yτ ′I(τ ′ < ζ ′) + Zζ′I(ζ ′ ≤ τ ′)

]
(3.1)

where Es,i denotes the expectation under the assumption that process (S,Θ) starts at some (s, i) ∈
(0, K/α]×{0, 1} . The infimum and supremum in (3.1) are taken over all stopping times ζ ′ = ζ ′(S,Θ)
and τ ′ = τ ′(S,Θ) with respect to the natural filtration of the process (S,Θ) defined in (2.1)-(2.2).
Since the continuous time Markov chain Θ is observable in this formulation, it can be deduced by
using arguments similar to the ones in the proof of Lemma 2.1 that the optimal stopping times
forming a Nash equilibrium in the problem of (3.1) should be of the form

ζ ′∗ = inf
{
t ≥ 0

∣∣St ≥ g∗(Θt)
}

and τ ′∗ = inf
{
t ≥ 0

∣∣St ≥ h∗(Θt)
}

(3.2)

for some numbers g∗(i) and h∗(i), for i = 0, 1, which are determined from the analysis of the
associated free-boundary problem formulated below. We further assume that the inequalities 0 <
δ1 < δ0 < r and 0 < ν < αδ1 < αδ0 as well as c < rK hold. In this case, it also follows from
arguments similar to the ones used in the proof of Lemma 2.1 that the inequality U∗(s, 0) ≤ U∗(s, 1)
holds for the value functions, for 0 < s ≤ K/α , as well as g∗(1) ≤ g∗(0) ≤ K/α and h∗(0) ≤ h∗(1) ≤
K/α are satisfied by the optimal exercise boundaries.

3.2 The free-boundary problem. By means of standard arguments based on the application of
Itô’s formula, it is shown that the infinitesimal operator L(S,Θ) of the process (S,Θ) from (2.1)-(2.2)
acts on an arbitrary function F (·, i) from the class C2 on the interval (0, K/α), for every i ∈ {0, 1} ,
according to the rule

(L(S,Θ)F )(s, i) = (r − δ0 − (δ1 − δ0) i) s Fs(s, i) +
σ2s2

2
Fss(s, i) + λ

(
F (s, 1− i)− F (s, i)

)
(3.3)

for all (s, i) ∈ (0, K/α)× {0, 1} . We now formulate the following associated free-boundary problem
for the function U∗(s, i) and the boundaries g∗(i) and h∗(i) given by

(L(S,Θ)U − rU)(s, i) = −(c+ νs) for 0 < s < g(i) ≤ K/α or 0 < s < h(i) ≤ K/α (3.4)

U(s, i)
∣∣
s=g(i)

= K if g(i) ≤ K/α, or U(s, i)
∣∣
s=h(i)

= αh(i) if h(i) ≤ K/α (3.5)

Us(s, i)
∣∣
s=g(i)

= 0 if g(i) < K/α, or Us(s, i)
∣∣
s=h(i)

= α if h(i) < K/α (3.6)

U(s, i)
∣∣
s=0+

is finite (3.7)

U(s, i) = K for s > g(i) if g(i) ≤ K/α, or U(s, i) = αs for s > h(i) if h(i) ≤ K/α (3.8)

αs < U(s, i) < K for 0 < s < g(i) ≤ K/α or 0 < s < h(i) ≤ K/α (3.9)

(L(S,Θ)U − rU)(s, i) > −(c+ νs) for g(i) < s < K/α if g(i) ≤ K/α, or (3.10)

(L(S,Θ)U − rU)(s, i) < −(c+ νs) for h(i) < s < K/α if h(i) ≤ K/α (3.11)

with some 0 < g(i) ≤ K/α or 0 < h(i) ≤ K/α , for i = 0, 1.
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3.3 Solution to the free-boundary problem. By means of straightforward computations, we
obtain that the general solution to the two-dimensional system of second-order ordinary differential
equations in (3.3)+(3.4) is given by

U(s, i) =
4∑
j=1

Cj(i) s
βj + Ai(s) with Ai(s) =

(2λ+ δ1 − (δ1 − δ0)i)ν

(δ0 + λ)(δ1 + λ)− λ2
s+

c

r
(3.12)

for either 0 < s < g(1) or 0 < s < h(0), and every i = 0, 1, as well as

U(s, i) =
2∑
j=1

Dj(i) s
γi,j +Bi(s) with Bi(s) =

ν + αλi

δi + λ
s+

c+ λK(1− i)
r + λ

(3.13)

for either g(1) < s < g(0) ≤ K/α or h(0) < s < h(1) ≤ K/α , respectively, whenever the appropriate
intervals for s exist. Here, Cj(i), j = 1, 2, 3, 4, and Dk(i), k = 1, 2, are some arbitrary constants,
the numbers β4 < β3 < 0 < β2 < β1 are the roots of the corresponding characteristic equation

R0(β)R1(β) = λ2 with Ri(β) = r + λ− β(r − δi)−
σ2

2
β(β − 1) (3.14)

and γi,2 < 0 < 1 < γi,1 are explicitly given by

γi,k =
1

2
− r − δi

σ2
− (−1)k

√(
1

2
− r − δi

σ2

)2

+
2(r + λ)

σ2
(3.15)

for every i = 0, 1 and k = 1, 2. Observe that we should have Cj(i) = 0, j = 3, 4, in the expression
of (3.12), since otherwise U(s, i) → ±∞ as s ↓ 0, that must be excluded by virtue of the obvious
fact that the value function in (3.1) is bounded under s ↓ 0. The latter fact also follows from the
property that the point 0 cannot be reached by the process S in a finite time, that is expressed
by the condition of (3.7). We now derive closed-form solutions to the free-boundary problem of
(3.3)+(3.4)-(3.11) under the following five possible ordered combinations for the optimal exercise
boundaries g∗(i) and h∗(i), for i = 0, 1.

(i) Suppose that it is optimal for the holder of the bond to convert first, so that the combination
g(1) = g(0) = K/α and h(0) ≤ h(1) ≤ K/α is realised. Then, applying the conditions of (3.5) and
(3.6) to the functions in (3.12), under the assumption that Cj(i) = 0, j = 3, 4, and to the function
in (3.13) for i = 1, we obtain that the equalities

Cj(0)R0(βj) = Cj(1)λ for j = 1, 2 (3.16)

as well as

2∑
j=1

Cj(0)hβj(0) + A0(h(0)) = αh(0),
2∑
j=1

Cj(0) βj h
βj(0) + h(0)A′0(h(0)) = αh(0) (3.17)

and

2∑
j=1

Dj(1)hγ1,j(1) +B1(h(1)) = αh(1),
2∑
j=1

Dj(1) γ1,j h
γ1,j(1) + h(1)B′1(h(1)) = αh(1) (3.18)

hold. Observe that, since the inequality h(0) ≤ h(1) holds, the function in (3.12)-(3.13) for i = 1,
when the process Θ is in the state 1, should be continuously differentiable, and thus, the equalities

2∑
j=1

Cj(1)hβj(0) + A1(h(0)) =
2∑
j=1

Dj(1)hγ1,j(0) +B1(h(0)) (3.19)
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and

2∑
j=1

Cj(1) βj h
βj(0) + h(0)A′1(h(0)) =

2∑
j=1

Dj(1) γ1,j h
γ1,j(0) + h(0)B′1(h(0)) (3.20)

are satisfied, for 0 < h(0) < K/α . Hence, solving the system in (3.17)-(3.20), we obtain that the
solution to the free-boundary problem in (3.3)+(3.4)-(3.7) is given by

U(s, 0;h∗(0)) = C1(0;h∗(0)) sβ1 + C2(0;h∗(0)) sβ2 + A0(s) (3.21)

and

U(s, 1;h∗(0), h∗(1)) = C1(1;h∗(0), h∗(1)) sβ1 + C2(1;h∗(0), h∗(1)) sβ2 + A1(s) (3.22)

for 0 < s < h∗(0), as well as

U(s, 1;h∗(1)) = D1(1;h∗(1)) sγ1,1 +D2(1;h∗(1)) sγ1,2 +B1(s) (3.23)

for h∗(0) ≤ s < h∗(1), where

Cj(0;h∗(0)) =
(1− β3−j)r(A0(h∗(0))− αh∗(0))− c

(β3−j − βj)rh
βj
∗ (0)

(3.24)

Cj(1;h∗(0), h∗(1)) (3.25)

=
2∑

k=1

(β3−j − γ1,k)Dk(1;h∗(1))h
γ1,k
∗ (0)

(β3−j − βj)h
βj
∗ (0)

+
(β3−j − 1)(r + λ)r(B1(h∗(0))− A1(h∗(0)))− cλ

(β3−j − βj)(r + λ)rh
βj
∗ (0)

and

Dj(1;h∗(1)) =
(1− γ1,3−j)(r + λ)(B1(h∗(1))− αh∗(1))− c

(r + λ)(γ1,3−j − γ1,j)h
γ1,j
∗ (1)

(3.26)

for j = 1, 2, and the functions Ai(s), i = 1, 2, and B1(s) are given in (3.12)-(3.13). Here, the couple
h∗(0) and h∗(1) is determined as the unique solution to the system of equations in (3.16), whenever
it exists, having the form

Cj(0;h(0))R0(βj) = λCj(1;h(0), h(1)) (3.27)

for j = 1, 2, where R0(βj) is given by (3.14). Assume that the inequalities c/(αδ1−ν) < h(1) ≤ K/α
and c/(αδ0−ν) < H∗(h(1)) < h(0) ≤ h(1) ≤ K/α hold, so that the inequalities in (3.11), for i = 0, 1,
are satisfied. Here H∗(h(1)) denotes the unique solution to the equation λ(U(H, 1;h(1)) − αH) =
(αδ0− ν)H − c with U(s, 1;h(1)) given by (3.23), for every h(1) fixed. Then, the latter assumption
implies that the case g(1) = g(0) = K/α and h(0) ≤ h(1) ≤ K/α can only be realised when
c < (δ1 − ν/α)K holds, which also guarantees that H∗(h(1)) < K/α holds. The omitted analysis
of this case is given in part (i) of Appendix below. Moreover, taking into account the uniqueness of
solutions of systems of second-order ordinary differential equations and applying standard comparison
arguments for solutions of the system of equations in (3.4) together with the instantaneous-stopping
and smooth-fit conditions on the right-hand sides of (3.5)-(3.6) for i = 0, 1, or verifying directly,
we obtain that the functions U(s, 0;h∗(0)), U(s, 1;h∗(0), h∗(1)) and U(s, 1;h∗(1)) in (3.21)-(3.23)
satisfy the inequalities in (3.9) as well.

(ii) Suppose that it is optimal for the holder of the bond to convert first, only under dividend
rate δ0 , when process Θ is in the state 0, so that the combination g(1) = g(0) = K/α and
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h(0) ≤ h(1) = K/α is realised. Then, applying the conditions of (3.5) and (3.6) to the function in
(3.12), under the assumption that Cj(i) = 0, j = 3, 4, we obtain that the equalities in (3.16)-(3.17)
hold, while applying the conditions of (3.5) to the function (3.13) for i = 1, when the process S hits
the level K/α , we obtain that the equality

D1(1) (K/α)γ1,1 +D2(1) (K/α)γ1,2 +B1(K/α) = K (3.28)

holds as well. Observe that, since the inequality h(0) ≤ K/α holds, the function in (3.12)-(3.13)
for i = 1, when the process Θ is in the state 1, should be continuously differentiable, and thus,
the equalities in (3.19)-(3.20) hold. Hence, solving the system in (3.17), (3.28) and (3.19)-(3.20),
we obtain that the solution to the free-boundary problem in (3.3)+(3.4)-(3.7) for i = 0, is given by
U(s, 0;h∗(0)) in (3.21) and

U(s, 1;h∗(0), K/α) = C1(1;h∗(0), f(1)) sβ1 + C2(1;h∗(0), f(1)) sβ2 + A1(s) (3.29)

for 0 < s < h∗(0), as well as

U(s, 1;K/α) = f(1) sγ1,1 + (K −B1(K/α)− f(1) (K/α)γ1,1) (αs/K)γ1,2 +B1(s) (3.30)

for h∗(0) ≤ s < K/α , where Cj(1;h∗(0), f(1)), j = 1, 2, admits the representation of (3.25) with
D1(1;h∗(1)) = f(1) and D2(1;h∗(1)) = (K/α)−γ1,2(K −B1(K/α)− f(1)(K/α)γ1,1), for an arbitrary
variable f(1), and the functions A1(s) and B1(s) are given by (3.12)-(3.13). Here, the couple f∗(1)
and h∗(0) is determined as the unique solution to the system of equations in (3.16), whenever it
exists, having the form

Cj(0;h(0))R0(βj) = λCj(1;h(0), f(1)) (3.31)

where R0(βj) is given by (3.14), for j = 1, 2. Following the appropriate analysis presented in part (i)
above, assume that the inequalities c/(αδ0−ν) < H∗(f(1)) < h(0) ≤ K/α hold, so that the inequality
in (3.11), for i = 0, as well as the equality in (3.4), for i = 1, are satisfied. Here H∗(f(1)) denotes
the unique solution to the equation λ(U(H, 1;K/α)−αH) = (α δ0−ν)H−c with U(s, 1;K/α) given
by (3.30), for every f(1) fixed. Then, the latter assumption implies that the case g(1) = g(0) = K/α
and h(0) ≤ K/α = h(1) can be realised when c < (δ0 − ν/α)K holds. In particular, this case is the
only possible combination for the boundaries, when (δ1 − ν/α)K ≤ c < (δ0 − ν/α)K holds, while it
can also occur when c < (δ1 − ν/α)K holds and the system of equations in (3.27) does not have a
solution. The omitted analysis of this case is given in part (ii) of Appendix below. Moreover, taking
into account the uniqueness of solutions of systems of second-order ordinary differential equations and
applying standard comparison arguments for solutions of the system of equations in (3.4) together
with the instantaneous-stopping and smooth-fit conditions on the right-hand sides of (3.5)-(3.6) for
i = 0, or verifying directly, we obtain that the functions U(s, 0;h∗(0)), U(s, 1;h∗(0), K/α) and
U(s, 1;K/α) in (3.21) and (3.29)-(3.30) satisfy the inequalities in (3.9) as well.

(iii) Suppose that it is optimal for the writer of the bond to recall first, so that the combination
g(1) ≤ g(0) ≤ K/α and h(0) = h(1) = K/α is realised. Then, applying the conditions of (3.5) and
(3.6) to the function in (3.12), under the assumption that Cj(i) = 0, j = 3, 4, and to the function
(3.13) for i = 0, we obtain that the equalities

2∑
j=1

Cj(1) gβj(1) + A1(g(1)) = K,

2∑
j=1

Cj(1) βj g
βj(1) + g(1)A′1(g(1)) = 0 (3.32)

and

2∑
j=1

Dj(0) gγ0,j(0) +B0(g(0)) = K,

2∑
j=1

Dj(0) γ0,j g
γ0,j(0) + g(0)B′0(g(0)) = 0 (3.33)
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hold. Observe that, since the inequality g(1) ≤ g(0) holds, the function in (3.12)-(3.13) for i = 0,
when the process Θ is in the state 0, should be continuously differentiable, and thus, the equalities

2∑
j=1

Cj(0) gβj(1) + A0(g(1)) =
2∑
j=1

Dj(0) gγ0,j(1) +B0(g(1)) (3.34)

and

2∑
j=1

Cj(0) βj g
βj(1) + g(1)A′0(g(1)) =

2∑
j=1

Dj(0) γ0,j g
γ0,j(1) + g(1)B′0(g(1)) (3.35)

are satisfied, for some 0 < g(1) < K/α . Hence, solving the system in (3.32)-(3.35), we obtain that
the solution to the free-boundary problem in (3.3)+(3.4)-(3.7) is given by

U(s, 1; g∗(1)) = C1(1; g∗(1)) sβ1 + C2(1; g∗(1)) sβ2 + A1(s) (3.36)

and

U(s, 0; g∗(1), g∗(0)) = C1(0; g∗(1), g∗(0)) sβ1 + C2(0; g∗(1), g∗(0)) sβ2 + A0(s) (3.37)

for 0 < s < g∗(1), as well as

U(s, 0; g∗(0)) = D1(0; g∗(0)) sγ0,1 +D2(0; g∗(0)) sγ0,2 +B0(s) (3.38)

for g∗(1) ≤ s < g∗(0), where

Cj(1; g∗(1)) =
r(β3−j − 1)A1(g∗(1)) + c− rβ3−jK

r(βj − β3−j)g
βj
∗ (1)

(3.39)

Cj(0; g∗(1), g∗(0)) = (3.40)
2∑

k=1

(γ0,k − β3−i)Dk(0; g∗(0))g
γ0,k
∗ (1)

(βj − β3−j)g
βj
∗ (1)

+
(β3−j − 1)(r + λ)r(A0(g∗(1))−B0(g∗(1)))− λ(rK − c)

(r + λ)r(βj − β3−j)g
βj
∗ (1)

and

Dj(0; g∗(0)) =
((γ0,3−j − 1)λ+ γ0,3−jr)(B0(g∗(0))−K)− rB0(g∗(0)) + c

(r + λ)(γ0,j − γ0,3−j)g
γ0,j
∗ (0)

(3.41)

for every j = 1, 2, and the functions Ai(s), i = 1, 2, and B0(s) are given by (3.12)-(3.13). Here,
the couple g∗(0) and g∗(1) is determined as the unique solution to the system of equations in (3.16),
whenever it exists, having the form

Cj(0; g(1), g(0))R0(βj) = λCj(1; g(1)) (3.42)

where R0(βj) is given by (3.14), for j = 1, 2. Assume that the inequalities (rK− c)/ν < G∗(g(0)) ≤
g(1) ≤ g(0) ≤ K/α hold, so that the inequalities in (3.10), for i = 0, 1, are satisfied. Here G∗(g(0))
denotes the unique solution to the equation λ(U(G, 0; g(0))−K) = rK − νG− c with U(s, 0; g(0))
given by (3.38), for every g(0) fixed. Then, the latter assumption implies that the case g(1) ≤
g(0) ≤ K/α and h(0) = h(1) = K/α can only be realised when (r − ν/α)K < c < rK holds. The
omitted analysis of this case is given in part (iii) of Appendix below. Moreover, taking into account
the uniqueness of solutions of systems of second-order ordinary differential equations and applying
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standard comparison arguments for solutions of the system of equations in (3.4) together with the
instantaneous-stopping and smooth-fit conditions on the left-hand sides of (3.5)-(3.6) for i = 0, 1, or
verifying directly, we obtain that the functions U(s, 1; g∗(1)), U(s, 0; g∗(1), g∗(0)) and U(s, 0; g∗(0))
in (3.36)-(3.38) satisfy the inequalities in (3.9) as well.

(iv) Suppose that it is optimal for the writer of the bond to recall first, only under dividend
rate δ1 , when process Θ is in the state 1, so that the combination g(1) ≤ g(0) = K/α and
h(0) = h(1) = K/α is realised. Then, applying the conditions of (3.5) and (3.6) to the function in
(3.12), under the assumption that Cj(i) = 0, j = 3, 4, we obtain that the equalities (3.16) and (3.32)
hold, while applying the condition of (3.5) to the function (3.13) for i = 0, when the process S hits
the level K/α , we obtain that the equality

D1(0) (K/α)γ0,1 +D2(0) (K/α)γ0,2 +B0(K/α) = K (3.43)

holds as well. Observe that, since the inequality g(1) ≤ K/α holds, the function in (3.12)-(3.13)
for i = 0, when the process Θ is in the state 0, should be continuously differentiable, and thus,
the equalities in (3.34)-(3.35) hold. Hence, solving the system in (3.32), (3.43) and (3.34)-(3.35), we
obtain that the solution to the free-boundary problem in (3.3)+(3.4)-(3.7) for i = 1, is given by the
function U(s, 1; g∗(1)) in (3.36) and

U(s, 0; g∗(1), K/α) = C1(0; g∗(1), f(0)) sβ1 + C2(0; g∗(1), f(0)) sβ2 + A0(s) (3.44)

for 0 < s < g∗(1), as well as

U(s, 0;K/α) = f(0) sγ0,1 + (K −B0(K/α)− f(0) (K/α)γ0,1) (αs/K)γ0,2 +B0(s) (3.45)

for g∗(1) ≤ s < K/α , where Cj(0; g∗(1), f(0)), j = 1, 2, admits the representation of the equation
in (3.40) with D1(0; g∗(0)) = f(0) and D2(0; g∗(0)) = (K/α)−γ0,2(K − B0(K/α) − f(0)(K/α)γ0,1)
for an arbitrary variable f(0), and the functions A0(s) and B0(s) are given by (3.12)-(3.13). Here,
the couple f∗(0) and g∗(1) is determined as a unique solution to the system of equations in (3.16),
whenever it exists, given by

Cj(0; g(1), f(0))R0(βj) = λCj(1; g(1)) (3.46)

where R0(βj) is given by (3.14), for j = 1, 2. Following the appropriate analysis presented in part
(iii) above, assume that the inequalities (rK − c)/ν < G∗(f(0)) < g(1) ≤ K/α hold, so that the
inequality in (3.10), for i = 1, as well as the equality in (3.4), for i = 0, are satisfied. Here
G∗(f(0)) denotes the unique solution to the equation λ(U(G, 0;K) − K) = rK − νG − c with
U(s, 0;K/α) given by (3.45), for every f(0) fixed. Then, the latter assumption implies that the case
g(1) ≤ g(0) = K/α and h(0) = h(1) = K/α can be realised when (r − ν/α)K < c < rK holds
and the system of (3.42) does not have a solution. The omitted analysis of this case is given in
part (iv) of Appendix below. Moreover, taking into account the uniqueness of solutions of systems
of second-order ordinary differential equations and applying standard comparison arguments for
solutions of the system of equations in (3.4) together with the instantaneous-stopping and smooth-fit
conditions on the left-hand sides of (3.5)-(3.6) for i = 1, or verifying directly, we obtain that the
functions U(s, 1; g∗(1)), U(s, 0; g∗(1), K/α) and U(s, 0;K/α) in (3.36) and (3.44)-(3.45) satisfy the
inequalities in (3.9) as well.

(v) Finally, suppose that it is optimal for both the holder and writer of the bond to convert and
recall at the same time, so that the combination g(1) = g(0) = K/α and h(0) = h(1) = K/α is
realised. Then, applying the condition of (3.5) to the function in (3.12) under the assumption that
Cj(i) = 0, for j = 3, 4, we obtain that the equality (3.16) as well as

C1(i) (K/α)β1 + C2(i) (K/α)β2 + Ai(K/α) = K (3.47)
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holds, for i = 0, 1. Hence, solving the system in (3.16) and (3.47), we obtain that the solution to the
boundary problem in (3.3)+(3.4)-(3.7) is given by

U(s, i;K/α) = C1(i) sβ1 + C2(i) sβ2 + Ai(s) (3.48)

for 0 < s < K/α and i = 0, 1, where

Cj(i) =
Ri(β3−j)Ai(K)− λA1−i(K)− (Ri(β3−j)− λ)K

(Ri(βj)−Ri(β3−j))Kβi
(3.49)

for j = 1, 2 and i = 0, 1, and the functions Ai(s), i = 0, 1, are defined in (3.12). It is shown by
means of straightforward calculations that the case g(1) = g(0) = K/α and h(0) = h(1) = K/α is
the only possible combination for the boundaries, when (δ0− ν/α)K ≤ c ≤ (r− ν/α)K holds, while
it can also occur when either c < (δ0 − ν/α)K holds and the systems in (3.27) and (3.31) do not
have solutions, or (r − ν/α)K < c < rK holds and the systems in (3.42) and (3.46) do not have
solutions. In this case, the equalities in (3.4), for i = 0, 1, are satisfied. Then, taking into account
the uniqueness of solutions of systems of second-order ordinary differential equations and applying
standard comparison arguments for solutions of the system of equations in (3.4) or verifying directly,
we obtain that the functions U(s, i;K/α), i = 0, 1, in (3.48) satisfy the inequalities in (3.9).

3.4 The main result. Summarising the computations and arguments above, we can formulate
the main result of this section concerning the solution to the convertible bond pricing problem under
full information. This assertion can be proved by means of arguments similar to the ones used in
the proof of Theorem 4.2 above.

Theorem 3.1 Let the process S be given by (2.1)-(2.2) and Θ be the continuous-time Markov chain
with two states defined above. Assume that the inequalities 0 < δ1 < δ0 < r and 0 < ν < αδ1 < αδ0

as well as c < rK hold. Then, the value function U∗(s, i) of the optimal stopping game in (3.1)
admits the representation

U∗(s, i) =



U(s, 0; g∗(1), g∗(0)), if 0 < s < g∗(1) < g∗(0) ≤ K/α

U(s, 1;h∗(0), h∗(1)), if 0 < s < h∗(0) < h∗(1) ≤ K/α

U(s, i; g∗(i)), if either g∗(1− i) ≤ s < g∗(i) ≤ K/α

or 0 < s < g∗(i) ≤ g∗(1− i) ≤ K/α

U(s, i;h∗(i)), if either h∗(1− i) ≤ s < h∗(i) ≤ K/α

or 0 < s < h∗(i) ≤ h∗(1− i) ≤ K/α

K ∨ (αs), if s ≥ g∗(i) and g∗(i) ≤ K/α

αs, if s ≥ h∗(i) and h∗(i) ≤ K/α

(3.50)

and the stopping times ζ ′∗ and τ ′∗ from (3.2) form a Nash equilibrium, where the functions U(s, 0; g∗(1), g∗(0))
and U(s, 1;h∗(0), h∗(1)), or U(s, i; g∗(i)) and U(s, i;h∗(i)), as well as the boundaries g∗(i) and h∗(i),
for i = 0, 1, are specified as follows:

(i) If (r−ν/α)K < c < rK holds, then U(s, 1; g∗(1)) is given by (3.36), while U(s, 0; g∗(1), g∗(0))
and U(s, 0; g∗(0)) are given by the expressions in (3.37)-(3.38), when the system in (3.42) admits a
unique solution with (rK−c)/ν ≤ g∗(i) ≤ K/α , for i = 0, 1, otherwise, by the expressions in (3.44)-
(3.45) with g∗(0) = K/α , when the system in (3.46) admits a unique solution with (rK − c)/ν ≤
g∗(1) ≤ K/α , and otherwise, by the expression in (3.48) with g∗(0) = g∗(1) = K/α .

(ii) If c < (δ0 − ν/α)K holds, then U(s, 0;h∗(0)) is given by the expression in (3.21), while
U(s, 1;h∗(0), h∗(1)) and U(s, 1;h∗(1)) are given by the expressions in (3.22)-(3.23), when the system
in (3.27) admits a unique solution with c/(αδi − ν) ≤ h∗(i) ≤ K/α , for i = 0, 1, otherwise, by the
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expressions in (3.29)-(3.30) with h∗(1) = K/α , when the system in (3.31) admits a unique solution
with c/(αδ0 − ν) ≤ h∗(0) ≤ K/α , and otherwise, by the expression in (3.48) with h∗(0) = h∗(1) =
K/α .

(iii) If (δ0−ν/α)K ≤ c ≤ (r−ν/α)K holds, then we have g∗(i) = h∗(i) = K/α , and the function
U(s, i;K/α) is explicitly given by the expression in (3.48), for i = 0, 1.

4 The case of partial information

In this section, we present a solution to the optimal stopping game in the associated model with
partial information, when neither the writer nor the holder of the convertible bond have access to
the dividend policy of the firm issuing the asset.

4.1 Regularity of the value function. In this subsection, we prove some regularity properties
of the value function V∗(s, π) of the optimal stopping game in (2.7) under the assumption c <
(δ0 − ν/α)K implying that τ∗(s, π) ≤ ζ∗(s

′, π′) (P-a.s.) holds, for all (s, π) and (s′, π′) from the set
(0, K/α]× [0, 1]. Note that the proof of the following properties for the value function V∗(s, π) under
the assumption (r− ν/α)K < c < rK implying that ζ∗(s, π) ≤ τ∗(s

′, π′) (P-a.s.) holds, for all (s, π)
and (s′, π′) from (0, K/α]× [0, 1], follow by means of arguments similar to the ones presented below.

(i) The value function V∗(s, π) is continuous at (s, π) ∈ (0, K/α] × [0, 1]. To show this, it is
enough to prove that

s 7→ V∗(s, π) is continuous at s′ uniformly over π ∈ [π′ − ε, π′ + ε] (4.1)

π 7→ V∗(s
′, π) is continuous at π′ (4.2)

for every (s′, π′) ∈ (0, K/α]× (0, 1) given and fixed with some ε > 0 small enough.
In order to derive the property of (4.1), let us fix some s1 ≤ s2 in [s′−ε, s′+ε] and π ∈ [π′−ε, π′+ε]

such that the associated square belongs to (0, K/α]× [0, 1]. We consider τ∗ = τ∗(s2, π) the optimal
stopping time in (2.7) for the starting point (s2, π) of the process (S,Π). Then, taking into account
the explicit form of the process S in (2.1)-(2.3), we get

0 ≤ V∗(s2, π)− V∗(s1, π) (4.3)

≤ Es2,π
[ ∫ τ∗

0

e−ru (c+ νSu) du+ e−rτ∗ αSτ∗

]
− Es1,π

[ ∫ τ∗

0

e−ru (c+ νSu) du+ e−rτ∗ αSτ∗

]
= E

[ ∫ τ∗

0

e−ru ν
(
S(s2,π)
u − S(s1,π)

u

)
du+ e−rτ∗ α

(
S(s2,π)
τ∗ − S(s1,π)

τ∗

)]
= (s2 − s1)E

[ ∫ τ∗

0

e−ru νS(1,π)
u du+ e−rτ∗ αS(1,π)

τ∗

]
where the last expectation is finite, for all s1 and s2 from [s′ − ε, s′ + ε] . Here we recall that
(S(s,π),Π(π)) indicates the dependence of the processes S and Π on the starting point (s, π) ∈
(0, K/α] × [0, 1]. Observe that the right-hand side in (4.3) converges monotonically to zero as s1

approaches s2 , independently of π ∈ [π′− ε, π′+ ε] for any ε > 0 fixed, so that the property in (4.1)
holds.

In order to derive the property of (4.2), let us fix π1 ≤ π2 in [π′−ε, π′+ε] such that the associated
interval belongs to [0, 1]. We now denote by τ∗ = τ∗(s

′, π2) the optimal stopping time in (2.7) for
the starting point (s′, π2) of the process (S,Π). Then, taking into account the explicit form of the
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process S in (2.1)-(2.3), we get

0 ≤ V∗(s
′, π2)− V∗(s′, π1) (4.4)

≤ Es′,π2
[ ∫ τ∗

0

e−ru (c+ νSu) du+ e−rτ∗ αSτ∗

]
− Es′,π1

[ ∫ τ∗

0

e−ru (c+ νSu) du+ e−rτ∗ αSτ∗

]
= E

[ ∫ τ∗

0

e−ru ν
(
S(s′,π2)
u − S(s′,π1)

u

)
du+ e−rτ∗ α

(
S(s′,π2)
τ∗ − S(s′,π1)

τ∗

)]
where the last expectation is finite, for all π1 and π2 from [π′ − ε, π′ + ε] , and we have under the
assumption δ0 > δ1 , that

S
(s′,π2)
t − S(s′,π1)

t = S
(s′,π1)
t

(
S

(s′,π2)
t

S
(s′,π1)
t

− 1

)
(4.5)

= S
(s′,π1)
t

(
exp

(∫ t

0

(δ0 − δ1)
(
Π(π2)
u − Π(π1)

u

)
du

)
− 1

)
for all t ≥ 0. Here and in the rest of this subsection, we also indicate by Π(π) the dependence of the
process Π on the starting point π ∈ [0, 1]. Hence, by using the comparison results for strong solutions
of stochastic differential equations and applying the Lebesgue dominated convergence theorem, we
may conclude that the right-hand side in (4.4) converges to zero as π1 approaches π2 , for any ε > 0
fixed, so that the property in (4.2) holds. Note that the Lebesgue dominated convergence theorem
can be applied here, because of the fact that the inequality St ≤ K/α holds, for any 0 ≤ t ≤ τ∗ .

(ii) The value function V∗(s, π) is continuously differentiable at the boundary ∂C∗ . We prove
below that the partial derivatives (V∗)s(s, π) and (V∗)π(s, π) are continuous functions at ∂C∗ under
the assumption that the points of the optimal exercise boundary ∂C∗ in (2.23) are regular for the
stopping region D∗ in (2.24) relative to the process (S,Π) defined in (2.3)-(2.5), in the sense that
a sequence (τ∗(sn, πn))n∈N tends to zero (P-a.s.), whenever the sequence (sn, πn)n∈N from C∗ tends
to (s, π) from ∂C∗ such that either s = a∗(π) < K/α or s = b∗(π) < K/α holds, for π ∈ (0, 1),
respectively. Note that this assumption does not follow from the analysis of Subsection 2.3 above.
The global C1 -regularity of the value functions of optimal stopping problems for multi-dimensional
diffusions which are equivalent to either parabolic- or elliptic-type free-boundary problems was ex-
tensively studied in [15]. Thus, taking into account the fact that V∗(s, π) is explicitly known in D∗
from (2.10), let us first establish the properties

(V∗)s(s, π)
∣∣
s=a∗(π)− = 0 if a∗(π) < K/α, or (V∗)s(s, π)

∣∣
s=b∗(π)− = α if b∗(π) < K/α (4.6)

(V∗)π(s, π)
∣∣
s=a∗(π)− = 0 if a∗(π) < K/α, or (V∗)π(s, π)

∣∣
s=b∗(π)− = 0 if b∗(π) < K/α (4.7)

for π ∈ (0, 1). For this purpose, we further consider the case of (s, π) ∈ (0, K/α) × (0, 1) fixed
such that s = b∗(π) < K/α and V∗(s, π) = αs holds, while the case of s = a∗(π) < K/α and
V∗(s, π) = K can be dealt with using similar arguments. We will show the existence of other
directional derivatives of V∗(s, π) along the boundary ∂C∗ in part (iii) of this subsection, by means
of the arguments presented below combined with the ones applied in [37; Section 11].

Smooth fit in the variable s. In order to derive the property in the right-hand part of (4.6),
we first observe directly from the structure of the continuation region in (2.9) and (2.23) that the
inequality

lim sup
ε↓0

V∗(s− ε, π)− V∗(s, π)

−ε
≤ α (4.8)

is satisfied, due to the fact that V∗(s− ε, π) ≥ α(s− ε) holds. Let us now denote by τ 1
ε = τ∗(s− ε, π)

the optimal stopping time in (2.7) for the starting point (s− ε, π) of the process (S,Π), with some
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ε > 0 small enough. Then, taking into account the explicit form of the process S in (2.1)-(2.3), we
get

V∗(s− ε, π)− V∗(s, π) (4.9)

≤ Es−ε,π
[ ∫ τ1ε

0

e−ru (c+ νSu) du+ e−rτ
1
ε αSτ1ε

]
− Es,π

[ ∫ τ1ε

0

e−ru (c+ νSu) du+ e−rτ
1
ε αSτ1ε

]
= E

[ ∫ τ1ε

0

e−ru ν
(
S(s−ε,π)
u − S(s,π)

u

)
du+ e−rτ

1
ε α
(
S

(s−ε,π)

τ1ε
− S(s,π)

τ1ε

)]
= −εE

[ ∫ τ1ε

0

e−ru νS(1,π)
u du+ e−rτ

1
ε αS

(1,π)

τ1ε

]
where the last expectation is positive and finite, for any ε > 0 small enough. Hence, by using the
fact that τ 1

ε → 0 (P-a.s.) as ε ↓ 0 due to the assumption of regularity of the boundary ∂C∗ for the
region D∗ relative to (S,Π), and applying the Lebesgue dominated convergence theorem, we obtain
that the inequality

lim inf
ε↓0

V∗(s− ε, π)− V∗(s, π)

−ε
≥ α (4.10)

holds. Thus, getting the inequalities in (4.8) and (4.10) together, we conclude that the smooth-fit
conditions in the right-hand part of (4.6) are satisfied.

Smooth fit in the variable π . In order to derive the property in the right-hand part of (4.7), we
first observe directly from the structure of the continuation region in (2.9) and (2.23) and the obvious
fact that the value function V∗(s, π) from (2.7) is increasing in π on (0, 1) under δ0 > δ1 that the
inequality

lim inf
ε↓0

V∗(s, π + ε)− V∗(s, π)

ε
≥ 0 (4.11)

holds. Let us finally denote by τ 2
ε = τ∗(s, π + ε) the optimal stopping time in (2.7) for the starting

point (s, π+ ε) of the process (S,Π), with some ε > 0 small enough. Then, taking into account the
explicit form of the process S in (2.1)-(2.3) and applying Itô’s formula to the process Π/(1−Π), we
get

V∗(s, π + ε)− V∗(s, π) (4.12)

≤ Es,π+ε

[ ∫ τ2ε

0

e−ru (c+ νSu) du+ e−rτ
2
ε αSτ2ε

]
− Es,π

[ ∫ τ2ε

0

e−ru (c+ νSu) du+ e−rτ
2
ε αSτ2ε

]
= E

[ ∫ τ2ε

0

e−ru ν
(
S(s,π+ε)
u − S(s,π)

u

)
du+ e−rτ

2
ε α
(
S

(s,π+ε)

τ2ε
− S(s,π)

τ2ε

)]
where the last expectation is positive and finite, for any π ∈ (0, 1) and ε > 0 small enough, under
the assumption that δ0 > δ1 , and we have

S
(s,π+ε)
t − S(s,π)

t = S
(s,π)
t

(
S

(s,π+ε)
t

S
(s,π)
t

− 1

)
(4.13)

= S
(s,π)
t

(
exp

(∫ t

0

(δ0 − δ1)
(
Π(π+ε)
u − Π(π)

u

)
du

)
− 1

)
= S

(s,π)
t

(
exp

(∫ t

0

(δ0 − δ1) Π(π)
u (1− Π(π+ε)

u )

(
Π

(π+ε)
u (1− Π

(π)
u )

(1− Π
(π+ε)
u )Π

(π)
u

− 1

)
du

)
− 1

)
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and

Π
(π+ε)
t (1− Π

(π)
t )

(1− Π
(π+ε)
t )Π

(π)
t

=
(π + ε)(1− π)

(1− π − ε)π
(4.14)

× exp

(∫ t

0

(
λ(1− 2Π

(π+ε)
u )

Π
(π+ε)
u (1− Π

(π+ε)
u )

− λ(1− 2Π
(π)
u )

Π
(π)
u (1− Π

(π)
u )

+
(δ0 − δ1)2

σ2

(
Π(π+ε)
u − Π(π)

u

))
du

)
for all t ≥ 0. Hence, taking into account the sample-path properties of the process Π which solves
the stochastic differential equation in (2.4)-(2.5), providing Taylor’s expansions for the appropriate
exponential functions, by using the fact that τ 2

ε → 0 (P-a.s.) as ε ↓ 0 due to the assumption of
regularity of the boundary ∂C∗ for the region D∗ relative to (S,Π), and applying the Lebesgue
dominated convergence theorem, we obtain that the inequality

lim sup
ε↓0

V∗(s, π + ε)− V∗(s, π)

ε
≤ 0 (4.15)

holds. Thus, getting the inequalities in (4.11) and (4.15) together, we conclude that the smooth-fit
conditions in the right-hand part of (4.6) are satisfied.

(iii) The derivative (V∗)s(s, π) is continuous at the boundary ∂C∗ . For this purpose, we need to
show that the property

lim
n→∞

(V∗)s(sn, πn) = α (4.16)

holds, for any sequence (sn, πn)n∈N tending to (s, π) as n → ∞ such that s = b∗(π) < K/α . Since
we have V∗(sn, πn) = αsn , for (sn, πn) ∈ D∗ under c < (δ0−ν/α)K , and the conditions of (4.6) hold
at s = b∗(π) < K/α , there is no restriction to assume that (sn, πn) ∈ C∗ , for every n ∈ N . Let us
first show that the inequality

lim sup
n→∞

(V∗)s(sn, πn) = lim sup
n→∞

lim
ε↓0

V∗(sn − ε, πn)− V∗(sn, πn)

−ε
≤ α (4.17)

holds. In this case, we observe from the first identity in (4.17) that one can choose subsequences
(snk

, πnk
)k∈N and (εk)k∈N such that

lim sup
n→∞

(V∗)s(sn, πn) = lim
k→∞

V∗(snk
− εk, πnk

)− V∗(snk
, πnk

)

−εk
(4.18)

with (snk
− εk, πnk

)k∈N tending to (s, π) as k → ∞ . Let us consider τ 1
k = τ∗(snk

, πnk
) the optimal

stopping time for the value function V∗(snk
, πnk

), for every k ∈ N . Then, taking into account the
structure of the continuation region in (2.9) and (2.23) as well as explicit form of the process S in
(2.1)-(2.3), we find that

V∗(snk
− εk, πnk

)− V∗(snk
, πnk

) (4.19)

≥ Esnk
−εk,πnk

[ ∫ τ1k

0

e−ru (c+ νSu) du+ e−rτ
1
k αSτ1k

]
− Esnk

,πnk

[ ∫ τ1k

0

e−ru (c+ νSu) du+ e−rτ
1
k αSτ1k

]
= E

[ ∫ τ1k

0

e−ru ν
(
S

(snk
−εk,πnk

)
u − S(snk

,πnk
)

u

)
du+ e−rτ

1
k α
(
S

(snk
−εk,πnk

)

τ1k
− S(snk

,πnk
)

τ1k

)]
= −εk E

[ ∫ τ1k

0

e−ru νS
(1,πnk

)
u du+ e−rτ

1
k αS

(1,πnk
)

τ1k

]
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where the last expectation is positive and finite, for every k ∈ N . Hence, letting k →∞ and recalling
the fact that τ 1

k → 0 (P-a.s.) as k → ∞ due to the assumption of the regularity of the boundary
∂C∗ for the region D∗ relative to (S,Π), we see by the Lebesgue dominated convergence theorem
that the expression in (4.19) combined with the one in (4.18) implies the desired one in (4.17). Thus,
it remains to show that the inequality

lim inf
n→∞

(V∗)s(sn, πn) = lim inf
n→∞

lim
ε↓0

V∗(sn − ε, πn)− V∗(sn, πn)

−ε
≥ α (4.20)

holds too. In this case, we observe from the first identity in (4.20) that one can choose subsequences
(snk

, πnk
)k∈N and (εk)k∈N such that

lim inf
n→∞

(V∗)s(sn, πn) = lim
k→∞

V∗(snk
− εk, πnk

)− V∗(snk
, πnk

)

−εk
(4.21)

with (snk
− εk, πnk

)k∈N tending to (s, π) as k → ∞ . Let us consider τ 2
k = τ∗(snk

− εk, πnk
) the

optimal stopping time for the value function V∗(snk
− εk, πnk

), for every k ∈ N . Then, taking into
account the explicit form of the process S in (2.1)-(2.3), we find in the same way as in (4.9) above
that

V∗(snk
− εk, πnk

)− V∗(snk
, πnk

) ≤ −εk E
[ ∫ τ2k

0

e−ru νS
(1,πnk

)
u du+ e−rτ

2
k αS

(1,πnk
)

τ2k

]
(4.22)

where the last expectation is positive and finite, for every k ∈ N . Hence, letting k →∞ and recalling
the fact that τ 2

k → 0 (P-a.s.) as k → ∞ due to the assumption of regularity of the boundary ∂C∗
for the region D∗ relative to (S,Π), we see by the Lebesgue dominated convergence theorem that
the expression in (4.22) combined with the one in (4.21) implies the desired one in (4.20). Therefore,
getting the inequalities in (4.17) and (4.20) together, we obtain the property of (4.16).

The derivative (V∗)π(s, π) is continuous at the boundary ∂C∗ . For this purpose, we need to show
that the property

lim
n→∞

(V∗)π(sn, πn) = 0 (4.23)

holds, for any sequence (sn, πn)n∈N tending to (s, π) as n → ∞ such that s = b∗(π) < K/α . Since
we have V∗(sn, πn) = αsn , for (sn, πn) ∈ D∗ under c < (δ0 − ν/α)K , and the conditions of (4.7)
hold at s = b∗(π) < K/α , we assume again that (sn, πn) ∈ C∗ , for every n ∈ N . Then, we conclude
from the structure of the continuation region in (2.9) and (2.23) and the fact that the value function
V∗(s, π) from (2.7) is increasing in π on (0, 1) under δ0 > δ1 that the inequality

lim inf
n→∞

(V∗)π(sn, πn) = lim inf
n→∞

lim
ε↓0

V∗(sn, πn + ε)− V∗(sn, πn)

ε
≥ 0 (4.24)

holds. Thus, it remains to show that the inequality

lim sup
n→∞

(V∗)π(sn, πn) = lim sup
n→∞

lim
ε↓0

V∗(sn, πn + ε)− V∗(sn, πn)

ε
≤ 0 (4.25)

holds too. In this case, we observe from the first identity in (4.25) that one can choose subsequences
(snk

, πnk
)k∈N and (εk)k∈N such that

lim sup
n→∞

(V∗)π(sn, πn) = lim
k→∞

V∗(snk
, πnk

+ εk)− V∗(snk
, πnk

)

εk
(4.26)

with (snk
, πnk

+ εk)k∈N tending to (s, π) as k → ∞ . Let us consider τ 3
k = τ∗(snk

, πnk
+ εk) the

optimal stopping time for the value function V∗(snk
, πnk

+ εk), for every k ∈ N . Then, taking into
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account the explicit form of the process S in (2.1)-(2.3) and applying Itô’s formula to the process
Π/(1− Π), we find in the same way as in (4.12) with (4.13)-(4.14) above that

V∗(snk
, πnk

+ εk)− V∗(snk
, πnk

) (4.27)

≤ E
[ ∫ τ3k

0

e−ru ν
(
S

(snk
,πnk

+εk)
u − S(snk

,πnk
)

u

)
du+ e−rτ

3
k α
(
S

(snk
,πnk

+εk)

τ3k
− S(snk

,πnk
)

τ3k

)]
where the last expectation is positive and finite under δ0 > δ1 , for every k ∈ N . Hence, letting
k → ∞ and recalling the fact that τ 3

k → 0 (P-a.s.) as k → ∞ due to the assumption of regularity
of the boundary ∂C∗ for the region D∗ relative to (S,Π), by means of arguments similar to the
ones used in the end of smooth fit analysis above, we see by the Lebesgue dominated convergence
theorem that the expression in (4.27) combined with the one in (4.26) implies the desired one in
(4.25). Therefore, getting the inequalities in (4.24) and (4.25) together, we obtain the property of
(4.23).

4.2 The change of variables. In order to be able to apply the change-of-variable formula from
[50] in the verification assertion below, we introduce an appropriate change of variables to reduce the
infinitesimal operator of the process (S,Π) to the normal form. For this purpose, let us equivalently
define the process Q = (Qt)t≥0 by

Qt =
S−ηt Πt

1− Πt

with η =
δ0 − δ1

σ2
so that Πt =

SηtQt

1 + SηtQt

(4.28)

for all t ≥ 0. Then, by applying Itô’s formula to the expressions in (4.28), we get from the represen-
tations in (2.3)-(2.4) that the process (S,Q) solves the system of stochastic differential equations

dSt =

(
r − δ0 − (δ1 − δ0)

SηtQt

1 + SηtQt

)
St dt+ σ St dBt (S0 = s) (4.29)

and

dQt =

(
λ(1− S2η

t Q
2
t )

SηtQt

− ξ
)
Qt dt with ξ =

η

2
(2r − δ0 − δ1 − σ2)

(
Q0 = q ≡ s−ηπ

1− π

)
(4.30)

for any (s, q) ∈ (0,∞)2 (see, e.g. [27], [30], or [37] for similar transformations of variables). It is seen
from the form of the stochastic differential equation in (4.30) that the process Q started at q > 0
is of bounded variation. More precisely, if the inequality SηtQt < (

√
ξ2 + 4λ2 − ξ)/(2λ) holds, for

t ≥ 0, then the process Q is increasing, while if the inequality SηtQt > (
√
ξ2 + 4λ2 − ξ)/(2λ) holds,

for t ≥ 0, then the process Q is decreasing.
Note that, for any (s, π) ∈ (0, K/α] × (0, 1) fixed, the value function of the optimal stopping

problem in (2.7) takes the form V∗(s, π) = Ṽ∗(s, s
−ηπ/(1− π)) with

Ṽ∗(s, q) = inf
ζ

sup
τ

Es,q
[
Yτ I(τ < ζ) + Zζ I(ζ ≤ τ)

]
= sup

τ
inf
ζ
Es,q
[
Yτ I(τ < ζ) + Zζ I(ζ ≤ τ)

]
(4.31)

where Es,q denotes the expectation taken under the assumption that the two-dimensional Markov
process (S,Q) satisfying the stochastic differential equations in (4.29)-(4.30) starts at some (s, q) ∈
(0, K/α] × (0,∞). We observe from the relations in (4.28) that there exists a one-to-one corre-
spondence between the processes (S,Π) and (S,Q), so that the infimum and supremum in (4.31) is
equivalently taken over all stopping times ζ and τ with respect to the natural filtration of (S,Q)
which coincides with (Ft)t≥0 .

Taking into account the arguments around [37; Formula 11.20], we further assume that, for each
q > 0 fixed, there exists a unique π ∈ (0, 1) such that s = a∗(π) = (π/(q(1 − π)))1/η = ã(q) or
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s = b∗(π) = (π/(q(1 − π)))1/η = b̃(q) holds. In this respect, by virtue of the fact proved in Lemma
2.1 that the boundaries a∗(π) and b∗(π) in the expressions of (2.22) and (2.23) are monotone, we
actually assume that the arithmetic equations

a(q) = a∗
(
aη(q)q

/
(1 + aη(q)q)

)
and b(q) = b∗

(
bη(q)q

/
(1 + bη(q)q)

)
(4.32)

admit unique solutions ã(q) and b̃(q), for each q > 0, respectively. This assumption inherently yields

the property that the boundaries ã(q) and b̃(q) in the expressions of (4.33) and (4.34) are monotone.
It thus follows from the expressions in (2.22) that the stopping times ζ∗ and τ∗ providing the Nash
equilibrium for the optimal stopping game in (4.31) are of the form

ζ∗ = inf
{
t ≥ 0

∣∣ St ≥ ã(Qt)
}

and τ∗ = inf
{
t ≥ 0

∣∣ St ≥ b̃(Qt)
}

(4.33)

so that the continuation region in (2.9) and (2.23) takes either of the forms

C̃ =
{

(s, q) ∈ (0, K/α)× (0,∞)
∣∣ s < ã(q)

}
or C̃ =

{
(s, q) ∈ (0, K/α)× (0,∞)

∣∣ s < b̃(q)
}

(4.34)

for some functions 0 < ã(q), b̃(q) ≤ K/α to be determined, respectively.

4.3 The free-boundary problem. By means of standard arguments based on the application
of Itô’s formula (see, e.g. [47; Chapter IV, Theorem 4.4]), it is shown that the infinitesimal operator
L(S,Q) of the process (S,Q) solving the stochastic differential equations in (4.29)-(4.30) acts on an

arbitrary locally bounded function F̃ (s, q) from the class C2,1 according to the rule

(L(S,Q)F̃ )(s, q) =

((
r − δ0 − (δ1 − δ0)

sηq

1 + sηq

)
s F̃s +

σ2s2

2
F̃ss (4.35)

+

(
λ(1− s2ηq2)

sηq
− η

2
(2r − δ0 − δ1 − σ2)

)
q F̃q

)
(s, q)

for all (s, q) ∈ (0, K/α) × (0,∞). In order to characterise the unknown value function Ṽ∗(s, q)

from (4.31) and the unknown boundaries ã(q) and b̃(q) from (4.33) we may use the results of general
theory of optimal stopping problems for continuous time Markov processes (see, e.g. [54; Chapter IV,
Section 8]) and formulate the following associated free-boundary problem

(L(S,Q)Ṽ − rṼ )(s, q) = −(c+ νs) for 0 < s < ã(q) ≤ K/α or 0 < s < b̃(q) ≤ K/α (4.36)

Ṽ (s, q)
∣∣
s=ã(q)− = K if ã(q) ≤ K/α, or Ṽ (s, q)

∣∣
s=b̃(q)− = α b̃(q) if b̃(q) ≤ K/α (4.37)

Ṽs(s, q)
∣∣
s=ã(q)− = 0 if ã(q) < K/α, or Ṽs(s, q)

∣∣
s=b̃(q)− = α if b̃(q) < K/α (4.38)

Ṽq(s, q)
∣∣
s=ã(q)− = 0 if ã(q) < K/α, or Ṽq(s, q)

∣∣
s=b̃(q)− = 0 if b̃(q) < K/α (4.39)

Ṽ (s, q)
∣∣
s=0+

is finite (4.40)

Ṽ (s, q) = K ∨ (αs) for s > ã(q) if ã(q) ≤ K/α, or Ṽ (s, q) = αs for s > b̃(q) if b̃(q) ≤ K/α(4.41)

αs < Ṽ (s, q) < K for 0 < s < ã(q) ≤ K/α or 0 < s < b̃(q) ≤ K/α (4.42)

(L(S,Q)Ṽ − rṼ )(s, q) > −(c+ νs) for ã(q) < s < K/α if ã(q) ≤ K/α, or (4.43)

(L(S,Q)Ṽ − rṼ )(s, q) < −(c+ νs) for b̃(q) < s < K/α if b̃(q) ≤ K/α (4.44)

for all q > 0. Note that the inequalities in (4.43) and (4.44) follow directly from the assertion of
Lemma 2.1 proved in Subsection 2.3 above.

We recall that the existence of the value of the optimal stopping game in (4.31) follows from
the results of [11; Theorem 4.1] and the one-to-one correspondence between the processes (S,Π)
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and (S,Q). Then, by virtue of the strong Markov property of the process (S,Q), it is shown

that the value function Ṽ∗(s, q) from (4.31) solves the parabolic-type partial differential equation
in (4.35)+(4.36). Hence, taking into account the assumption of regularity of the points of the
optimal exercise boundary ∂C∗ for the stopping region D∗ relative to the process (S,Π), we may
conclude from the results on parabolic-type partial differential equations (see, e.g. [46; Chapter V])
combined with standard applications of Itô’s formula and Doob’s optional sampling theorem (see,

e.g. [54; Chapter III, Section 7]) that the value function Ṽ∗(s, q) belongs to the class C2,1 in the

regions C̃ ∩ (((0, K/α) × (0,∞)) \ E) and to the class C2,0 in C̃ ∩ E , where we set E = {(s, q) ∈
(0, K/α)×(0,∞) | sηq = (

√
ξ2 + 4λ2−ξ)/(2λ)} , and the regions C̃ take the form of (4.34). Moreover,

by virtue of the regularity of the value function proved in Subsection 2.4 and the bijective and
smooth change of variables introduced in Subsection 2.5, it follows that the instantaneous-stopping
and smooth-fit conditions of (4.37) and (4.38)-(4.39) hold for the value function Ṽ∗(s, q).

It particularly follows from the results of Lemma 2.1 and the structure of the free-boundary
problem that we can find an explicit solution to the system in (4.35)+(4.36)-(4.44) under certain
relations between the parameters of the model. More precisely, if the inequalities (δ0−ν/α)K ≤ c ≤
(r − ν/α)K hold, then the results of Lemma 2.1 yield that ã(q) ≡ b̃(q) ≡ K/α , so that the system
in (4.35)+(4.36)-(4.44) becomes a fixed-boundary problem. It is seen that the solution of the partial
differential equation in (4.35)+(4.36) satisfying the conditions of (4.37) admits the representation

Ṽ (s, q;K/α) = U(s, 0;K/α)
1

1 + sηq
+ U(s, 1;K/α)

sηq

1 + sηq
(4.45)

where the functions U(s, i;K/α), for i = 0, 1, given by the expressions in (3.48)-(3.49) are solutions
of the ordinary differential equations in (3.3)+(3.4) satisfying the conditions of (3.5) and (3.8) from
the full information case considered in the next section.

4.4 The main result. In order to formulate and prove the main results of this section, taking into
account the structure of the partial differential equation in (4.35)-(4.36) as well as the instantaneous-
stopping and smooth-fit conditions in (4.37) and (4.38)-(4.39), we observe that the second-order

derivative (Ṽ∗)ss(s, q) admits a continuous extension to the closure of the appropriate continuation

region C̃ from (4.34). This fact means that, by virtue of the assumption of regularity of the boundary

∂C∗ for D∗ relative to (S,Π), the function Ṽ∗(s, q) admits a natural extension in the class C2,1 in the

closure of the region C̃∩(((0, K/α)×(0,∞))\E) and in the class C2,0 in the closure of the appropriate

region C̃ ∩ E with E = {(s, q) ∈ (0, K/α) × (0,∞) | sηq = (
√
ξ2 + 4λ2 − ξ)/(2λ)} . Moreover, by

virtue of the results of [53; Theorem 3], it follows from the regularity of the value function Ṽ∗(s, q),
along with the assumption that the arithmetic equations in (4.32) admit unique solutions, that the

boundaries ã(q) and b̃(q) in (4.34) are continuous (monotone) functions. Recall the property that
the process Q is monotone off the curve E = {(s, q) ∈ (0,∞)2 | sηq = (

√
ξ2 + 4λ2−ξ)/(2λ)} . In this

case, it can be shown by means of arguments similar to the ones applied in part 1 of the proof of [37;
Theorem 19] that there exists a sequence of piecewise-monotone processes Qn = (Qn

t )t≥0 , n ∈ N ,
which converges to Q in P-probability on compact time intervals from [0,∞), and the sequence of
total variations of Qn , n ∈ N , also converges in P-probability to the one of Q , on each interval
[0, T ] , for any T > 0 fixed, as n → ∞ . Note that, without loss of generality, the processes Qn ,
n ∈ N , can be assumed to be continuous, by virtue of possible applications of standard straight-line
approximations. Since each of the resulting continuous processes ã(Qn) and b̃(Qn) are of bounded
variation, thus continuous semimartingales, the change-of-variable formula from [50; Theorem 3.1]

can be applied to the process e−rtṼ (S,Qn), for every n ∈ N , and thus, to the process e−rtṼ (S,Q), by
virtue of the appropriate convergence relations mentioned above and the regularity of the candidate
value function Ṽ (s, q), which is defined by means of the right-hand side of the expression in (4.46)
below (see part 1 of the proof of [37; Theorem 19] for further arguments).
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We continue with the following verification assertion related to the free-boundary problem in
(4.35)+(4.36)-(4.44).

Lemma 4.1 Let the processes S and Q solve the stochastic differential equations in (4.29)-(4.30).
Suppose that the inequalities 0 < δ1 < δ0 < r and 0 < ν < αδ1 < αδ0 as well as c < rK hold, and
the boundary ∂C∗ is regular for the region D∗ relative to the process (S,Π) defined in (2.3)-(2.5).

Assume that the equations in (4.32) admit unique solutions ã(q) and b̃(q), for each q > 0 fixed.

Then, the value function Ṽ∗(s, q) of the optimal stopping game in (4.31) admits the representation

Ṽ∗(s, q) =


Ṽ (s, q; ã(q)), if 0 < s < ã(q) ≤ K/α

Ṽ (s, q; b̃(q)), if 0 < s < b̃(q) ≤ K/α

K ∨ (αs), if s ≥ ã(q) and ã(q) ≤ K/α

αs, if s ≥ b̃(q) and b̃(q) ≤ K/α

(4.46)

and the stopping times ζ∗ and τ∗ from (4.33) form a Nash equilibrium, where the functions

Ṽ (s, q; ã(q)) and Ṽ (s, q; b̃(q)) as well as the continuous boundaries ã(q) and b̃(q) of bounded variation
are specified as follows:

(i) If (r − ν/α)K < c < rK holds, then Ṽ (s, q; ã(q)) and ã(q) ≤ K/α are determined as
the unique solution to the left-hand system of (4.35)+(4.36)-(4.42)+(4.43), whenever it exists, and
otherwise, by the expression in (4.45) with ã(q) ≡ K/α .

(ii) If c < (δ0 − ν/α)K holds, then Ṽ (s, q; b̃(q)) and b̃(q) ≤ K/α are determined as the unique
solution to the right-hand system of (4.35)+(4.36)-(4.42)+(4.44), whenever it exists, and otherwise,

by the expression in (4.45) with b̃(q) ≡ K/α .

(iii) If (δ0−ν/α)K ≤ c ≤ (r−ν/α)K holds, then we have ã(q) ≡ b̃(q) ≡ K/α , and Ṽ (s, q;K/α)
is explicitly given by the expression in (4.45).

Proof. (Part I). Recall from the line of arguments before the formulation of the

theorem that the functions Ṽ (s, q; ã(q)) and Ṽ (s, q; b̃(q)) belong to the class C1,1 at the appropriate

boundaries ∂C̃ \ E and to C1,0 at ∂C̃ ∩ E , and thus, to the class C2,1 in the closures of the

appropriate regions C̃ ∩ (((0, K/α) × (0,∞)) \ E) and to C2,0 in the closures of C̃ ∩ E , where we

have E = {(s, q) ∈ (0, K/α)× (0,∞) | sηq = (
√
ξ2 + 4λ2 − ξ)/(2λ)} and the regions C̃ are given by

(4.34). It is also assumed that these functions solve the partial differential equation in (4.35)+(4.36)

as well as satisfy the conditions of (4.37)-(4.40) at the continuous boundaries ã(q) and b̃(q). Hence,
we can apply the change-of-variable formula with local time on surfaces from [50; Theorem 3.1] (see
also [54; Chapter II, Section 3.5] for a summary of the related results and further references) to
obtain∫ t

0

e−ru (c+ νSu) du+ e−rt Ṽ (St, Qt) = Ṽ (s, q) + Ñt + L̃t (4.47)

+

∫ t

0

e−ru (L(S,Q)Ṽ − rṼ + c+ νSu)(Su, Qu) I
(
Su 6= ã(Qu) ∨ (K/α), Su 6= b̃(Qu) ∨ (K/α)

)
du

where the process Ñ = (Ñt)t≥0 defined by:

Ñt =

∫ t

0

e−ru Ṽs(Su, Qu) I
(
Su 6= ã(Qu) ∨ (K/α), Su 6= b̃(Qu) ∨ (K/α)

)
σSu dBu (4.48)

is a local martingale with respect to the probability measure Ps,q . Here, the process L̃ = (L̃t)t≥0 is
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defined by

L̃t =
1

2

∫ t

0

e−ru ∆sṼ (ã(Qu) ∨ (K/α), Qu) I
(
Su = ã(Qu) ∨ (K/α)

)
d`ã∨(K/α)
u (S) (4.49)

+
1

2

∫ t

0

e−ru ∆sṼ (̃b(Qu) ∨ (K/α), Qu) I
(
Su = b̃(Qu) ∨ (K/α)

)
d`b̃∨(K/α)
u (S)

where ∆sṼ (ã(q)∨ (K/α), q) = Ṽs(ã(q)∨ (K/α)+, q)− Ṽs(ã(q)∨ (K/α)−, q), ∆sṼ (̃b(q)∨ (K/α), q) =

Ṽs(̃b(q) ∨ (K/α)+, q) − Ṽs(̃b(q) ∨ (K/α)−, q), and the processes `ã∨(K/α)(S) = (`
ã∨(K/α)
t (S))t≥0 ,

`b̃∨(K/α)(S) = (`
b̃∨(K/α)
t (S))t≥0 defined by

`
ã∨(K/α)
t (S) = Ps,q − lim

ε↓0

1

2ε

∫ t

0

I
(
− ε < Su − ã(Qu) ∨ (K/α) < ε

)
σ2S2

u du (4.50)

and

`
b̃∨(K/α)
t (S) = Ps,q − lim

ε↓0

1

2ε

∫ t

0

I
(
− ε < Su − b̃(Qu) ∨ (K/α) < ε

)
σ2S2

u du (4.51)

are the local times of S at the surfaces ã(q) ∨ (K/α) and b̃(q) ∨ (K/α), at which Ṽs(s, q) may not
exist. It follows from the structure of the lower and upper processes Y and Z in (2.6) and the

stopping times ζ∗ and τ∗ in (4.33), that either the inequality ∆sṼ (ã(q), q) ≤ 0 or ∆sṼ (̃b(q), q) ≥ 0

should hold, for all q > 0, when either the case ã(q) ≤ K/α or b̃(q) ≤ K/α is realised, respectively.

This feature particularly implies that the continuous process L̃ defined in (4.49) is monotone. We

may therefore conclude that L̃(ζ∗∨τ∗)∧t = 0 can hold, for all t ≥ 0, if and only if the smooth-fit
conditions of (4.38) are satisfied.

It follows from the properties in (2.25) and (2.26) that the inequalities in (4.43)-(4.44) hold for

the gain functions K and αs , respectively. Thus, the inequality (L(S,Q)Ṽ − rṼ )(s, q) ≥ −(c + νs)

holds, for any ã(q) < s < K/α , if ã(q) ≤ K/α , or the inequality (L(S,Q)Ṽ − rṼ )(s, q) ≤ −(c + νs)

holds, for any b̃(q) < s < K/α , if b̃(q) ≤ K/α , for all q > 0. Moreover, by virtue of the assumptions

of (4.41) and (4.42), we see that either the inequality Ṽ (s, q) ≤ K or Ṽ (s, q) ≥ αs holds, for all

(s, q) ∈ (0, K/α] × (0,∞), if either the case ã(q) ≤ K/α or b̃(q) ≤ K/α is realised, respectively.

Since the time spent by S at the surfaces ã(q) and b̃(q) is of Lebesgue measure zero, the indicators
which appear in the integrals in the second line of (4.47) and in (4.48) can be ignored. Let (τn)n∈N
be a localising sequence for the process Ñ such that τn = inf{t ≥ 0 | |Ñt| ≥ n} , for each n ∈ N .
Then, the expression in (4.47) yields that the inequalities

Zζ∧τ∗∧τn − L̃ζ∧τ∗∧τn (4.52)

≥
∫ ζ∧τ∗∧τn

0

e−ru (c+ νSu) du+ e−r(ζ∧τ∗∧τn) Ṽ (Sζ∧τ∗∧τn , Qζ∧τ∗∧τn)− L̃ζ∧τ∗∧τn ≥ Ṽ (s, q) + Ñζ∧τ∗∧τn

and

Yζ∗∧τ∧τn − L̃ζ∗∧τ∧τn (4.53)

≤
∫ ζ∗∧τ∧τn

0

e−ru (c+ νSu) du+ e−r(ζ∗∧τ∧τn) Ṽ (Sζ∗∧τ∧τn , Qζ∗∧τ∧τn)− L̃ζ∗∧τ∧τn ≤ Ṽ (s, q) + Ñζ∗∧τ∧τn

hold, for any stopping times ζ and τ of the process (S,Q) started at (s, q) ∈ (0, K/α] × (0,∞).
Taking the expectations with respect to the probability measure Ps,q in (4.52) and (4.53), by means
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of Doob’s optional sampling theorem, we get that the inequalities

Es,q
[
Yτ∗ I(τ∗ < ζ ∧ τn) + Zζ∧τn I(ζ ∧ τn ≤ τ∗)− L̃ζ∧τ∗∧τn

]
(4.54)

≥ Es,q
[ ∫ ζ∧τ∗∧τn

0

e−ru (c+ νSu) du+ e−r(ζ∧τ∗∧τn) Ṽ (Sζ∧τ∗∧τn , Qζ∧τ∗∧τn)− L̃ζ∧τ∗∧τn
]

≥ Ṽ (s, q) + Es,q
[
Ñζ∧τ∗∧τn

]
= Ṽ (s, q)

and

Es,q
[
Yτ∧τn I(τ ∧ τn < ζ∗) + Zζ∗ I(ζ∗ ≤ τ ∧ τn)− L̃ζ∗∧τ∧τn

]
(4.55)

≤ Es,q
[ ∫ ζ∗∧τ∧τn

0

e−ru (c+ νSu) du+ e−r(ζ∗∧τ∧τn) V (Sζ∗∧τ∧τn , Qζ∗∧τ∧τn)− L̃ζ∗∧τ∧t
]

≤ Ṽ (s, q) + Es,q
[
Ñζ∗∧τ∧τn

]
= Ṽ (s, q)

hold, for all (s, q) ∈ (0, K/α]× (0,∞) and each n ∈ N . According to the structure of the lower and
upper processes Y and Z in (2.6) and the stopping times in (2.8), it is obvious that the property

Es,q
[

sup
t≥0

Y(ζ∗∨τ∗)∧t

]
≤ Es,q

[
sup
t≥0

Z(ζ∗∨τ∗)∧t

]
<∞ (4.56)

holds, for all (s, q) ∈ (0, K/α] × (0,∞), and the variables Yζ∗∨τ∗ and Zζ∗∨τ∗ are bounded on the
set {ζ∗ ∨ τ∗ = ∞} . Hence, letting n go to infinity and using Fatou’s lemma, we obtain that the
inequalities

Es,q
[
Yτ I(τ < ζ∗) + Zζ∗ I(ζ∗ ≤ τ)− L̃ζ∗∧τ

]
(4.57)

≤ Ṽ (s, q) ≤ Es,q
[
Yτ∗ I(τ∗ < ζ) + Zζ I(ζ ≤ τ∗)− L̃ζ∧τ∗

]
are satisfied, for any stopping times ζ and τ and all (s, q) ∈ (0, K/α] × (0,∞). Thus, taking into

account the fact that the function Ṽ (s, q) and the continuous boundaries ã(q) and b̃(q) solve the
partial differential equation in (4.36) and satisfy the conditions of (4.37)-(4.41), inserting ζ∗ in place
of ζ and τ∗ in place of τ into the expression of (4.57), we obtain that the equality

Es,q
[
Yτ∗ I(τ∗ < ζ∗) + Zζ∗ I(ζ∗ ≤ τ∗)

]
= Ṽ (s, q) (4.58)

holds, for all (s, q) ∈ (0, K/α] × (0,∞), since L̃ζ∗∧τ∗ = 0 holds for the stopping times ζ∗ ∧ τ∗ in

(4.33). We may therefore conclude that the candidate function Ṽ (s, q) coincides with the value

function Ṽ∗(s, q) of the optimal stopping game in (4.31), and the optimal stopping times ζ∗ and τ∗
form a Nash equilibrium of the game.

(Part II). In order to prove the uniqueness of the value function Ṽ (s, q) and boundary ã(q)

or b̃(q) as solutions to the free-boundary problem in (4.36)-(4.42) with the smooth-fit conditions of

(4.38), let us assume that there exist other continuous boundaries of bounded variation â(q) and b̂(q)

such that 0 < â(q), b̂(q) ≤ K/α holds, for all q > 0, and the inequalities in (4.43)-(4.44) are satisfied,

respectively. Then, define the function V̂ (s, q) as in (4.46) with V̂ (s, q; â(q)) and V̂ (s, q; b̂(q)) and the

stopping times ζ̂ and τ̂ as in (4.33) at â(q) or b̂(q) instead of ã(q) or b̃(q), respectively. Following the

arguments from the previous part of the proof and using the facts that the function V̂ (s, q) belongs

to the class C2,1 in the closures of the appropriate regions Ĉ∩(((0, K/α)×(0,∞))\E) and to C2,0 in

the closures of Ĉ ∩E , where we have E = {(s, q) ∈ (0, K/α)× (0,∞) | sηq = (
√
ξ2 + 4λ2− ξ)/(2λ)}

and the regions Ĉ are defined as in (4.34) with â(q) or b̂(q) instead of ã(q) or b̃(q), and solves the
partial differential equation in (4.35)+(4.36) as well as satisfies the conditions of (4.37)-(4.41) at â(q)
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or b̂(q) instead of ã(q) or b̃(q) by construction, we apply the change-of-variable formula from [50] to
get∫ t

0

e−ru (c+ νSu) du+ e−rt V̂ (St, Qt) = V̂ (s, q) + N̂t + L̂t (4.59)

+

∫ t

0

e−ru (L(S,Q)V̂ − rV̂ + c+ νSu)(Su, Qu) I
(
Su > â(Qu) ∨ (K/α) or Su > b̂(Qu) ∨ (K/α)

)
du

where the process N̂ = (N̂t)t≥0 defined as in (4.48) with V̂ (s, q) instead of Ṽ (s, q) is a local mar-

tingale with respect to the probability measure Ps,q , and L̂ = (L̂t)t≥0 is defined as in (4.49), with

V̂ (s, q) instead of Ṽ (s, q) and â(q) or b̂(q) instead of ã(q) or b̃(q), respectively. Let (ζn)n∈N be a

localising sequence for the process N̂ such that ζn = inf{t ≥ 0 | |N̂t| ≥ n} , for each n ∈ N . Thus,

inserting ζ ∧ τ̂ ∧ ζn and ζ̂ ∧ τ ∧ ζn instead of t into (4.59) and applying arguments similar to the
ones used for the derivations of the formulas in (4.52)-(4.58), we conclude that the equality

Es,q
[
Yτ̂ I(τ̂ < ζ̂) + Zζ̂ I(ζ̂ ≤ τ̂)

]
= V̂ (s, q) (4.60)

is satisfied. Therefore, recalling the fact that ζ∗ and τ∗ are the optimal stopping times in (2.7), and

comparing the expressions in (4.58) and (4.60), we see that either the inequality V̂ (s, q) ≥ Ṽ (s, q)

or V̂ (s, q) ≤ Ṽ (s, q) should hold, for all (s, q) ∈ (0, K/α]× (0,∞), if either the case â(q) ≤ K/α or

b̂(q) ≤ K/α is realised, respectively.

In order to prove the fact that â(q) ≤ ã(q) and b̂(q) ≤ b̃(q) holds, let us take a point ã(q) <

s < K/α or b̃(q) < s < K/α , for which we have V̂ (s, q) = Ṽ (s, q) = K when ã(q) ≤ K/α , or

V̂ (s, q) = Ṽ (s, q) = αs when b̃(q) ≤ K/α , respectively. For this purpose, we consider the stopping
time

υ∗ = inf{t ≥ 0 | St ≤ ã(Qt) or St ≤ b̃(Qt)}. (4.61)

Then, inserting (ζ∗∨τ∗)∧υ∗∧ζn and (ζ∗∨τ∗)∧υ∗∧ζn into (4.47) and (4.59) in place of t , respectively,
and using the fact that the variable Yυ∗I(υ∗ < ζ∗)+Zυ∗I(υ∗ ≤ τ∗) is bounded on the event {υ∗ =∞}
(Ps,q -a.s.), by means of arguments similar to the ones applied above, we obtain

Es,q
[ ∫ (ζ∗∨τ∗)∧υ∗

0

e−ru(c+ νSu)du+ e−r((ζ∗∨τ∗)∧υ∗)Ṽ (S(ζ∗∨τ∗)∧υ∗ , Q(ζ∗∨τ∗)∧υ∗)

]
(4.62)

= Ṽ (s, q) + Es,q
[
L̂(ζ∗∨τ∗)∧υ∗

]
+ Es,q

[ ∫ (ζ∗∨τ∗)∧υ∗

0

e−ru (L(S,Q)Ṽ − rṼ + c+ νSu)(Su, Qu) I
(
Su > ã(Qu) or Su > b̃(Qu)

)
du

]
and

Es,q
[ ∫ (ζ∗∨τ∗)∧υ∗

0

e−ru(c+ νSu)du+ e−r((ζ∗∨τ∗)∧υ∗)V̂ (S(ζ∗∨τ∗)∧υ∗ , Q(ζ∗∨τ∗)∧υ∗)

]
(4.63)

= V̂ (s, q) + Es,q
[
L̂(ζ∗∨τ∗)∧υ∗

]
+ Es,q

[ ∫ (ζ∗∨τ∗)∧υ∗

0

e−ru (L(S,Q)V̂ − rV̂ + c+ νSu)(Su, Qu) I
(
Su > â(Qu) or Su > b̂(Qu)

)
du

]
for all (s, q) ∈ (0, K/α]×(0,∞). Hence, taking into account the fact that the inequality V̂ (ã(q), q) ≥
Ṽ (ã(q), q) or V̂ (̃b(q), q) ≤ Ṽ (̃b(q), q) holds, for all q > 0, we get from (4.62) and (4.63) that the
inequality

Es,q
[ ∫ (ζ∗∨τ∗)∧υ∗

0

e−ru (L(S,Q)Ṽ − rṼ + c+ νSu)(Su, Qu) I
(
Su > ã(Qu) or Su > b̃(Qu)

)
du

]
(4.64)

Q Es,q
[ ∫ (ζ∗∨τ∗)∧υ∗

0

e−ru (L(S,Q)V̂ − rV̂ + c+ νSu)(Su, Qu) I
(
Su > â(Qu) or Su > b̂(Qu)

)
du

]
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is satisfied, when either the case ã(q) ≤ K/α or b̃(q) ≤ K/α is realised, respectively. Thus, by

virtue of the continuity of â(q) and b̂(q), we see from (4.64) and (4.43)-(4.44) that â(q) ≤ ã(q) or

b̂(q) ≤ b̃(q) holds, for all q > 0, respectively.

We finally show that â(q) and b̂(q) should coincide with ã(q) and b̃(q). For this purpose, we take

s ∈ (â(q), ã(q)) or s ∈ (̂b(q), b̃(q)), for some q > 0. Hence, inserting ζ∗ ∧ τ∗ ∧ ζn into (4.59) in place
of t and using the fact that the variables Yζ∗∨τ∗ and Zζ∗∨τ∗ are bounded on the event {ζ∗ ∨ τ∗ =∞}
(Ps,q -a.s.), by means of arguments similar to the ones applied above, we obtain

Es,q
[ ∫ ζ∗∧τ∗

0

e−ru (c+ νSu) du+ e−r(ζ∗∧τ∗) V̂ (Sζ∗∧τ∗ , Qζ∗∧τ∗)

]
= V̂ (s, q) (4.65)

+ Es,q
[ ∫ ζ∗∧τ∗

0

e−ru (L(S,Q)V̂ − rV̂ + c+ νSu)(Su, Qu) I
(
Su > â(Qu) or Su > b̂(Qu)

)
du+ L̂ζ∗∧τ∗

]
for all (s, q) ∈ (0, K/α]× (0,∞). Thus, since we have V̂ (s, q) = Ṽ (s, q) for s = ã(q) and s = b̃(q),

and either the inequality V̂ (s, q) ≥ Ṽ (s, q) or V̂ (s, q) ≤ Ṽ (s, q) holds, we see from the expressions
in (4.58) and (4.65) that the inequalities

Es,q
[ ∫ ζ∗∧τ∗

0

e−ru (L(S,Q)V̂ − rV̂ + c+ νSu)(Su, Qu) I
(
Su > â(Qu) or Su > b̂(Qu)

)
du+ L̂ζ∗∧τ∗

]
Q 0

(4.66)

should hold, if either the case â(q) ≤ K/α or b̂(q) ≤ K/α is realised, respectively. However, if the

function V̂ (s, q) satisfies the smooth-fit conditions of (4.6) at the boundaries â(q) and b̂(q), then

L̂ζ∗∧τ∗ = 0 holds, and thus, the strict inequalities in (4.66) cannot be satisfied due to the continuity

of ã(q) and b̃(q). We may therefore conclude that ã(q) = â(q) and b̃(q) = b̂(q), so that V̂ (s, q)

coincides with Ṽ (s, q), for all (s, q) ∈ (0, K/α]× (0,∞). �

Getting together the assertions of Lemmata 2.1 and 4.1 as well as the arguments above, we can
formulate the main result of this section concerning the solution to the convertible bond pricing
problem under partial information.

Theorem 4.2 Let the processes S and Π be defined by (2.1)-(2.3) and (2.4)-(2.5). Suppose that the
inequalities 0 < δ1 < δ0 < r and 0 < ν < αδ1 < αδ0 as well as c < rK hold, and the points of the
boundary ∂C∗ are regular for the region D∗ relative to the process (S,Π). Assume that the equations

in (4.32) admit unique solutions ã(q) and b̃(q), for each q > 0 fixed. Then, the value function of

the optimal stopping game in (2.7) takes the form V∗(s, π) = Ṽ∗(s, s
−ηπ/(1 − π)) and the optimal

stopping times ζ∗ and τ∗ from (2.22) form a Nash equilibrium, where the function Ṽ∗(s, q) admits
the representation in (4.46), while the monotone optimal stopping boundaries a∗(π) and b∗(π) are

uniquely specified by the equations a(π) = ã(a−η(π)π/(1−π)) and b(π) = b̃(b−η(π)π/(1−π)), where

the continuous functions ã(q) and b̃(q) are determined in parts (i)-(iii) of Lemma 4.1 above.

4.5 Solution in a particular case. In order to underline the complexity in the structure of
solutions to the optimal stopping game in the model with partial information, we present a specific
choice of parameters under which the game admits a closed-form solution. More precisely, let us
assume until the end of this section that λ = 0 and δ0 + δ1 = 2r−σ2 holds. The first equality means
that Θt = Θ0 , for all t ≥ 0, where P(Θ0 = 1) = π and P(Θ0 = 0) = 1 − π , for π ∈ [0, 1] (see,
e.g. [54; Chapter VI, Section 21] and [27; Section 4]). Such a situation occurs when the firm issuing
the asset does not change the dividend policy which is unknown to small investors during the whole
infinite time interval. In this case, the parabolic-type partial differential equation in (4.35)+(4.36)

29



degenerates into an ordinary one, and the general solution to that equation takes the form

Ṽ (s, q) =
2∑
j=1

C̃j(q) s
γ0,j F (ψj,1, ψj,2;ϕj;−sηq) + P̃ (s, q) (4.67)

where C̃j(q), j = 1, 2, are some arbitrary twice continuously differentiable functions. Here, P̃ (s, q)
is a particular bounded solution of the second-order ordinary differential equation resulting from
(4.35)-(4.36) under the assumptions λ = 0 and δ0 + δ1 = 2r − σ2 , and we additionally set

ψk,l =
γ0,k − γ1,l

η
and ϕk = 1 +

2

η

(
γ0,k −

1

2
+
r − δ0

σ2

)
(4.68)

for every k, l = 1, 2, where γ0,j is given by the equation in (3.15) below with λ = 0. Then F (α, β; γ;x)
denotes Gauss’ hypergeometric function, which is defined by means of the expansion

F (α, β; γ;x) = 1 +
∞∑
m=1

(α)m(β)m
(γ)m

xm

m!
(4.69)

for γ 6= 0,−1,−2, . . . , and (γ)m = γ(γ+ 1) · · · (γ+m− 1), m ∈ N (see, e.g. [1; Chapter XV] and [2;

Chapter II]). Taking into account the fact that γ0,2 < 0 < 1 < γ0,1 , we observe that C̃2(q) = 0 should

hold in (4.67) under s ↓ 0 and the assumption of δ0 > δ1 , since otherwise Ṽ (s, q)→ ±∞ , that must
be excluded by virtue of the obvious fact that the value function in (2.7) is bounded under s ↓ 0,
for any π ∈ [0, 1] fixed. Then, we can apply the conditions of (4.37) and (4.38) to the function in

(4.67) at the boundaries ã(q) and b̃(q), for each q > 0. It therefore remains to determine the value

function Ṽ (s, q) and the boundaries ã(q) and b̃(q) in every particular combination of the parameters
of the model indicated above.

In the case of part (i) of Lemma 4.1, by solving the resulting second-order ordinary differential
equation in (4.35)+(4.36) with the conditions in the left-hand sides of (4.37)-(4.40), we get that when
(r − ν/α)K < c < rK holds, the solution to the free-boundary problem is given by

Ṽ (s, q; ã(q)) =
(
K − P̃ (ã(q), q)

) ( s

ã(q)

)γ0,1 F (ψ1,1, ψ1,2;ϕ1;−sηq)
F (ψ1,1, ψ1,2;ϕ1;−ãη(q)q)

+ P̃ (s, q) (4.70)

for all 0 < s < ã(q), which represents an expression for the candidate value function, whenever the
inequalities in (4.42) and (4.43) hold. Here, the candidate boundary ã(q) ≤ K/α is determined as a
unique solution to the equation

F (1 + ψ1,1, 1 + ψ1,2; 1 + ϕ1;−aη(q)q)
ϕ1F (ψ1,1, ψ1,2;ϕ1;−aη(q)q)

=
a(q)P̃s(a(q), q) + γ0,1(K − P̃ (a(q), q))

ψ1,1ψ1,2ηq(K − P̃ (a(q), q))aη(q)
(4.71)

whenever it exists, for each q > 0 fixed. Moreover, in the case of part (ii) of Lemma 4.1, by applying
the conditions in the right-hand sides of (4.37)-(4.40), we get that, when c < (δ0− ν/α)K holds, the
solution to the free-boundary problem is given by

Ṽ (s, q; b̃(q)) =
(
α b̃(q)− P̃ (̃b(q), q)

) ( s

b̃(q)

)γ0,1 F (ψ1,1, ψ1,2;ϕ1;−sηq)
F (ψ1,1, ψ1,2;ϕ1;−b̃η(q)q)

+ P̃ (s, q) (4.72)

for all 0 < s < b̃(q), which represents an expression for the candidate value function, whenever the

inequalities in (4.42) and (4.44) hold. Here, the candidate boundary b̃(q) ≤ K/α is determined as a
unique solution to the equation

F (1 + ψ1,1, 1 + ψ1,2; 1 + ϕ1;−bη(q)q)
ϕ1F (ψ1,1, ψ1,2;ϕ1;−bη(q)q)

=
b(q)(P̃s(b(q), q)− 1) + γ0,1(α b(q)− P̃ (b(q), q))

ψ1,1ψ1,2ηq(αb(q)− P̃ (b(q), q))bη(q)
(4.73)
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whenever it exists, for each q > 0 fixed. The uniqueness of solutions to the equations in (4.71)
and (4.73), whenever they exist, as well as the validity of the inequalities (4.42)-(4.44) follow from
the uniqueness of the solution to the system in (4.35)+(4.36)-(4.40), which is proved in Lemma 4.1
above.

We summarise the above results in the following assertion.

Corollary 4.3 Suppose that the assumptions of Lemma 4.1 are satisfied with λ = 0 and δ0 + δ1 =
2r − σ2 . Then, the value function of the optimal stopping game in (4.31) admits the representation

of (4.46), where the functions Ṽ (s, q; ã(q)) and Ṽ (s, q; b̃(q)) with the boundaries ã(q) and b̃(q) are
determined as follows:

(i) If (r−ν/α)K < c < rK holds, then Ṽ (s, q; ã(q)) is given by the expression in (4.70), whenever
the equation in (4.71) admits a unique solution ã(q) ≤ K/α and the inequalities in (4.42) and (4.43)
hold, and otherwise, by the expression in (4.45) with ã(q) ≡ K/α .

(ii) If c < (δ0 − ν/α)K holds, then Ṽ (s, q; b̃(q)) is given by the expression in (4.72), whenever

the equation in (4.73) admits a unique solution b̃(q) ≤ K/α and the inequalities in (4.42) and (4.44)

hold, and otherwise, by the expression in (4.45) with b̃(q) ≡ K/α .

(iii) If (δ0 − ν/α)K ≤ c ≤ (r− ν/α)K holds, then Ṽ (s, q;K/α) is explicitly given by the expres-

sion in (4.45) with ã(q) ≡ b̃(q) ≡ K/α .

5 The case of asymmetric information (Conclusions)

In this section, we finally consider the optimal stopping game in the associated model with
asymmetric information. In this model, the dividend policy of the firm issuing the asset is accessible
to the writer, but inaccessible to the holder of the convertible bond. Then, a rational value the bond
from the point of view of the holder, as an uninformed player, is given by the value of the optimal
stopping game

W∗(s, π) = inf
ζ′

sup
τ

Es,π
[
Yτ I(τ < ζ ′) + Zζ′ I(ζ ′ ≤ τ)

]
= sup

τ
inf
ζ′

Es,π
[
Yτ I(τ < ζ ′) + Zζ′ I(ζ ′ ≤ τ)

]
(5.1)

where the infimum and supremum are taken over all stopping times ζ ′ = ζ ′(S,Θ) and τ = τ(S,Π)
with respect to the natural filtrations of (S,Θ) and S , respectively. The latter fact literally means
that the continuous-time Markov chain Θ is observable by the writer but not by the holder of the
bond in this formulation. In this case, the writer of the bond can be thought of as someone with
the complete knowledge of the dividend policy of the underlying asset. Note that, since the infimum
and supremum are taken over stopping times with respect to different filtrations, the problem of
(5.1) falls outside the scope of the classical theory of optimal stopping games for Markov processes.
However, the additive structure of the reward functionals in (5.1) as well as in (2.7) and (3.1) and the
results presented in Theorems 3.1 and 4.2 allow us to conclude that the associated optimal stopping
game has a value and the optimal stopping times ζ ′∗ and τ∗ have the forms of (2.22) and (3.2) above.

More precisely, we observe that when (r − ν/α)K < c < rK holds, it follows from the results
of part (i) in Theorem 3.1 and Theorem 4.2 (see also part (i) in Lemma 4.1) that the writer should
recall the bond first, so that the value function in (5.1) admits the representation

W∗(s, π) = inf
ζ′

Es,π
[
Yτ ′∗ I(τ ′∗ < ζ ′) + Zζ′ I(ζ ′ ≤ τ ′∗)

]
= inf

ζ′
Es,0

[
Zζ′ I(ζ ′ ≤ τ ′∗)

]
(1− π) + inf

ζ′
Es,1

[
Zζ′ I(ζ ′ ≤ τ ′∗)

]
π

= U∗(s, 0) (1− π) + U∗(s, 1) π

where τ∗ = τ∗(S,Π) coincides with τ ′∗ = τ ′∗(S,Θ), and we thus have τ∗ = τ ′∗ = ζ ′∗ ∨ τ ′∗ . Then, we
may conclude directly from the structure of the value functions in (3.1) and (5.1) that the inequality
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W∗(s, π) = U∗(s, 0)(1 − π) + U∗(s, 1)π ≤ V∗(s, π) is satisfied, so that the standard comparison
arguments imply that g∗(0) ≥ a∗(π) holds, for all (s, π) ∈ (0, K/α]× [0, 1]. On the other hand, we
observe that when c < (δ0− ν/α)K holds, it follows from the results of part (ii) in Theorem 3.1 and
Theorem 4.2 (see also part (ii) in Lemma 4.1) that the holder should convert the bond first, so that
the value function in (5.1) admits the representation

W∗(s, π) = sup
τ

Es,π
[
Yτ I(τ < ζ∗) + Zζ∗ I(ζ∗ ≤ τ)

]
= V∗(s, π)

where ζ ′∗ = ζ ′∗(S,Θ) coincides with ζ∗ = ζ∗(S,Π), and we thus have ζ ′∗ = ζ∗ = ζ∗ ∨ τ∗ . Then, we
may conclude directly from the structure of the value functions in (3.1) and (5.1) that the inequality
W∗(s, π) = V∗(s, π) ≤ U∗(s, 0)(1 − π) + U∗(s, 1)π is satisfied, so that the standard comparison
arguments imply that b∗(π) ≤ h∗(1) holds, for all (s, π) ∈ (0, K/α] × [0, 1]. Finally, we note that
when (δ0 − ν/α)K ≤ c ≤ (r − ν/α)K holds, it follows from the results of part (iii) in Theorem 3.1
and Theorem 4.2 (see also part (iii) in Lemma 4.1) that the writer and the holder should exercise
the contract simultaneously, so that the value function in (5.1) admits the representation W∗(s, π) =
U∗(s, 0)(1− π) +U∗(s, 1)π = V∗(s, π), as well as a∗(π) = g∗(i) = K/α and b∗(π) ≡ h∗(i) = K/α , for
all (s, π) ∈ (0, K/α]× [0, 1] and every i = 0, 1.

We now summarise these facts in the following assertion.

Corollary 5.1 Suppose that the assumptions of Theorems 3.1 and 4.2 hold with the inequalities
0 < δ1 < δ0 < r and 0 < ν < αδ1 < αδ0 as well as c < rK . Then, the stopping times ζ ′∗ and
τ∗ from (3.2) and (2.22) form a Nash equilibrium in the optimal stopping game in (5.1), where the
value function W∗(s, π) and the boundaries a∗(π) and b∗(π), for π ∈ [0, 1], as well as g∗(i) and
h∗(i), for i = 0, 1, satisfy the following properties:

(i) If (r−ν/α)K < c < rK holds, then we have W∗(s, π) = U∗(s, 0)(1−π) +U∗(s, 1)π ≤ V∗(s, π)
and a∗(π) ≤ g∗(0) ≤ K/α .

(ii) If c < (δ0− ν/α)K holds, then we have W∗(s, π) = V∗(s, π) ≤ U∗(s, 0)(1−π) +U∗(s, 1)π and
b∗(π) ≤ h∗(1) ≤ K/α .

(iii) If (δ0 − ν/α)K ≤ c ≤ (r − ν/α)K holds, then we have W∗(s, π) = V∗(s, π) = U∗(s, 0)(1 −
π) + U∗(s, 1)π as well as a∗(π) ≡ g∗(i) = K/α and b∗(π) ≡ h∗(i) = K/α .

It is seen from the results stated above that the rational value W∗(s, π) from (5.1) of the con-
vertible bond computed in the model with asymmetric information does not generally exceed the
value V∗(s, π) from (2.7) computed in the model with partial information. More precisely, if the
property (r − ν/α)K < c < rK holds, then the inequality W∗(s, π) ≤ V∗(s, π) is satisfied, while
if the property c ≤ (r − ν/α)K holds, then the equality W∗(s, π) = V∗(s, π) is satisfied, for all
(s, π) ∈ (0, K/α]× [0, 1]. Thus, the difference V∗(s, π)−W∗(s, π) may be interpreted as the value of
the (additional) information of the writer compared to the one of the holder in the given perpetual
convertible bond pricing problem.

6 Appendix

Let us now prove the existence and uniqueness of solutions to the systems of arithmetic equations
in (3.27), (3.31), (3.42), and (3.46).

(i) It is shown by means of standard arguments that the system in (3.27) is equivalent to

I1,1(h(0)) = J1,1(h(1)) and I1,2(h(0)) = J1,2(h(1)) (6.1)
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with

I1,k(s) =
2∑
j=1

(−1)j
(
c

r
γ1,3−k β3−j

(
R0(βj)−

λ2

λ+ r

)
− c

r
β1 β2R0(βj) s

−γ1,k (6.2)

+
(αδ0 + αδ1 − 2ν)λ+ δ1(αδ0 − ν)

(δ0 + λ)(δ1 + λ)− λ2
(β3−j − 1) (βj − γ1,3−k)

(
R0(βj)−

λ2

λ+ δ1

)
s1−γ1,k

)
and

J1,k(s) =
λ(β1 − β2)(γ1,1 − γ1,2)

sγ1,k

(
(1− γ1,3−k)

ν − αδ1

δ1 + λ
s− γ1,3−k

c

r + λ

)
(6.3)

for k = 1, 2, where the functions Ri(β) as well as the constants βj and γ1,k , for i = 0, 1 and
j, k = 1, 2, are defined in (3.14)-(3.15). Given the expressions for the derivatives of the functions in
(6.2)-(6.3), and the facts that 1 < β2 < γ1,1 < β1 , R0(β1) < 0 < R0(β2), and λ2/(δ1+λ) < R0(β2), we
observe that the function I1,1(s) is increasing on (0,M1,1), with I1,1(0+) = −∞ and I1,1(M1,1) > 0,
and decreasing on (M1,1,∞), with I1,1(∞) = +0. Here, M1,1 is the unique point at which the
function I1,1(s) attains its maximum. Moreover, it is shown that the function J1,k(s) is decreasing
on (0, c/(αδ1 − ν)), with J1,1(0+) = ∞ , J1,2(0) = 0, and J1,k(c/(αδ1 − ν)) < 0, k = 1, 2, and
increasing on (c/(αδ1 − ν),∞), with J1,1(∞) = −0 and J1,2(∞) =∞ . We further distinguish three
cases generated by the shape of the function I1,2(s) and specified by the location of the point R0(β2)
with respect to the points ((γ1,1− 1)L1(δ1) + (β2− 1)L2)/(β1− 1) and (γ1,1L1(r) + β2L2)/β1 , where
the function L1(δ) and the constant L2 are defined by

L1(δ) =
λ2

δ + λ

β1 − β2

γ1,1 − β2

> 0 and L2 = R0(β1)
γ1,1 − β1

γ1,1 − β2

> 0 (6.4)

for all δ > 0. For instance, we assume that the property (γ1,1L1(δ1) + β2L2)/β1 < R0(β2) holds, and
the two other cases are analysed using arguments similar to the ones that follow. It is shown that
the function I1,2(s) is increasing on (0,M1,2), with I1,2(0) = 0 and I1,2(M1,2) > 0, and decreasing on
(M1,2,∞), with I1,2(∞) = −∞ , where M1,2 is the unique point at which the function I1,2(s) attains
its maximum. Hence, taking into account the shape of the functions in (6.1), as well as the fact that
h(0) ≤ h(1) ≤ K/α holds in this case, it can be shown that every equation in (6.1) implies that,
for each appropriate h(1), there exists a unique h(0). Therefore, the equations in (6.1) uniquely
define an increasing function h+(1;h(0)) and a decreasing function h−(1;h(0)) with the appropriate
ranges, so that the curves associated with these functions can have at most one intersection point,
which has the coordinates h∗(0) and h∗(1) such that 0 < h+(1;h∗(0)) = h∗(1) = h−(1;h∗(0)) ≤ K/α
holds.

(ii) It is shown by means of standard arguments that the system in (3.31) is equivalent to

I1,1(h(0)) = J2,1(f(1)) and I1,2(h(0)) = J2,2(f(1)) (6.5)

with I1,k(h(0)), k = 1, 2, given by the equation in (6.2), as well as

J2,1(f(1)) = λ (β1 − β2) (γ1,1 − γ1,2) f(1) (6.6)

and

J2,2(f(1)) = λ (β1 − β2) (γ1,1 − γ1,2) (K/α)−γ1,2 (f(1) (K/α)γ1,1 +B1(K/α)−K). (6.7)

We recall that the properties of the function I1,1(s) in (6.2) are analysed in part (i) of this section,
while the functions J2,k(s), k = 1, 2, in (6.6)-(6.7) are linear and increasing. We further consider
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a structurally different case generated by the shape of the function I1,2(s), than the related one
studied in part (i) above. Namely, assume that R0(β2) < ((γ1,1 − 1)L1(λ) + (β2 − 1)L2)/(β1 − 1)
holds, where L1(δ) and L2 are given in (6.4), and the two other cases are analysed using arguments
similar to the ones that follow. It is shown that I1,2(s) is decreasing on (0, N1,2), with I1,2(0) = 0
and I1,2(N1,2) < 0, and increasing on (N1,2,∞), with I1,2(∞) =∞ , where N1,2 is the unique point
at which the function I1,2(s) attains its minimum. Taking into account the shape of the functions
in (6.5), as well as the fact that h(0) ≤ K/α holds in this case, it can be shown that every equation
in (6.5) implies that, for each appropriate f(1), there exists a unique h(0). We may therefore
conclude that if c/(αδ0 − ν) < K/α ≤ M1,1 ∧ N1,2 holds, the equations in (6.5) uniquely define an
appropriate increasing function h1,+(0; f(1)) and an appropriate decreasing function h1,−(0; f(1)),
with the same range (0, K/α] . The curves associated with these functions can have at most one
intersection point which has the coordinates f∗(1) and h∗(0) such that 0 < h1,+(0; f∗(1)) = h∗(0) =
h1,−(0; f∗(1)) ≤ K/α holds. The other subcases, in which K/α > M1,1 ∨ N1,2 ∨ (c/(αδ0 − ν)), and
either (c/(αδ0−ν))∨M1,1 < K/α ≤ N1,2 or (c/(αδ0−ν))∨N1,2 < K/α ≤M1,1 holds, are considered
similarly.

(iii) It is shown by means of standard arguments that the system in (3.42) is equivalent to

I3,1(g(1)) = J3,1(g(0)) and I3,2(g(1)) = J3,2(g(0)) (6.8)

with

I3,k(s) =
2∑
j=1

(−1)j
(
λ(rK − c)

r
βj (β3−j − γ0,3−k)R0(βj)

(
R0(β3−j)

λ+ r
− 1

)
s−γ0,k (6.9)

+
(βj − 1)(δ0 + 2λ)λν

(δ0 + λ)(δ1 + λ)− λ2
R0(βj)

(
β3−j − γ0,3−k − (1− γ0,3−k)

R0(β3−j)

λ+ δ0

)
s1−γ0,k

)
and

J3,k(s) =
R0(β1)R0(β2)(β1 − β2)

sγ0,k

(
(γ0,3−k − 1)ν

δ0 + λ
s− γ0,3−k (rK − c)

r + λ

)
(6.10)

for k = 1, 2. We observe from the expressions for the derivatives of the functions in (6.9)-(6.10),
together with the relations between the parameters indicated in the previous parts of this section,
that the function I3,1(s) is increasing on (0,M3,1), with I3,1(0+) = −∞ and I3,1(M3,1) > 0, and
decreasing on (M3,1,∞), with I3,1(∞) = +0, where M3,1 is the unique point at which the function
I3,1(s) attains its maximum. Moreover, it is shown that the functions J3,k(s), k = 1, 2, are increasing
on (0, (rK − c)/ν), with J3,1(0+) = −∞ , J3,2(0) = 0, and J3,k((rK − c)/ν) > 0, k = 1, 2, and
decreasing on ((rK − c)/ν,∞), with J3,1(∞) = +0 and J3,2(∞) = −∞ . We further distinguish
three cases generated by the shape of the function I3,2(s) and specified by the location of the point
(β2−β1)R0(β1)R0(β2) > 0 with respect to the points ((β1− 1)L3(δ0) + (β2− 1)L4(δ0))/(γ0,1− 1) > 0
and (β1L3(r) + β2L4(r))/γ0,1 > 0, for the function Li+2(δ) defined by

Li+2(δ) = (−1)i (δ + λ) (γ0,1 − β3−i)R0(βi) > 0 (6.11)

for all δ > 0 and i = 1, 2. For instance, we assume that the property (β2 − β1)R0(β1)R0(β2) >
((β1−1)L3(r)+(β2−1)L4(r))/(γ0,1−1) holds, and the two other cases are analysed using arguments
similar to the ones that follow. It is shown that I3,2(s) is decreasing on (0, N3,2), with I3,2(0) = 0
and I3,2(N3,2) < 0, and increasing on (N3,2,∞), with I3,2(∞) = ∞ , where N3,2 is the unique
point at which the function I3,2(s) attains its minimum. Taking into account the shape of the
functions in (6.8), as well as the fact that g(1) ≤ g(0) ≤ K/α holds in this case, it can be shown
that every equation in (6.8) implies that, for each appropriate g(0), there exists a unique g(1). We
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may therefore conclude that the left-hand equation in (6.8) uniquely defines an appropriate increasing
function g1,+(1; g(0)) or an appropriate decreasing function g1,−(1; g(0)), and the right-hand equation
in (6.8) uniquely defines an appropriate decreasing function g2,−(1; g(0)). These facts directly imply
that, when the function g1,+(1; g(0)) is defined, the curves associated with the functions g1,+(1; g(0))
and g2,−(1; g(0)) can have at most one intersection point which has the coordinates g∗(0) and g∗(1),
such that 0 < g1,+(1; g∗(0)) = g∗(1) = g2,−(1; g∗(0)) ≤ K/α . On the other hand, when the function
g1,−(1; g(0)) is defined, the curves associated with the functions g1,−(0; g(1)) and g2,−(0; g(1)) can
have several intersection points. In the latter case, we choose the couple g∗(0) and g∗(1), that
satisfies the inequalities g∗(1) ≤ g∗(0) ≤ K/α as well as (3.9)–(3.10).

(iv) It is shown by means of standard arguments that the system in (3.46) is equivalent to

I3,1(g(1)) = J4,1(f(0)) and I3,2(g(1)) = J4,2(f(0)) (6.12)

with I3,k(g(1)), k = 1, 2, given by the equation in (6.9), as well as

J4,1(f(0)) = R0(β1)R0(β2) (β1 − β2) f(0) (6.13)

and

J4,2(f(0)) = R0(β1)R0(β2) (β1 − β2) (K/α)−γ0,2 (f(0) (K/α)γ0,1 +B0(K/α)−K). (6.14)

We recall that the properties of the function I3,1(s) in (6.9) are analysed in part (iii) of this section,
while the functions J4,k(f(0)), k = 1, 2, in (6.13)-(6.14) are linear and increasing. We further
consider the same structural case for the function I3,2(s) as in part (iii) above, and the two other
cases are analysed using arguments similar to the ones that follow. Taking into account the shape
of the functions in (6.12), as well as the fact that g(1) ≤ K/α holds in this case, it can be shown
that every equation in (6.12) implies that, for each appropriate f(0), there exists a unique g(1). We
may therefore conclude that if c/(αr) < K/α ≤ M3,1 ∧ N3,2 ∧ (c/(αr − ν)) holds, the equations in
(6.12) uniquely define an appropriate decreasing function g1,−(1; f(1)) and an appropriate increasing
function g2,+(1; f(1)), with the same range (0, K/α] . The curves associated with these functions
can have at most one intersection point which has the coordinates f∗(0) and g∗(1) such that 0 <
g1,−(1; f∗(0)) = g∗(1) = g2,+(1; f∗(0)) ≤ K/α holds. The other subcases, in which M3,1 ∨ N3,2 ∨
(c/(αr)) < K/α < c/(αr−ν), and either (c/(αr))∨N3,2 < K/α ≤M3,1 or (c/(αr))∨M3,1 < K/α ≤
N3,2 holds, are considered similarly.
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Lévy process. Theory of Probability & Its Applications, 53(3):481–499, 2009.

[6] Erik J Baurdoux, Andreas E Kyprianou, and Juan Carlos Pardo. The Gapeev–Kühn stochastic game driven by
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[14] Tiziano De Angelis, Fabien Gensbittel, and Stéphane Villeneuve. A dynkin game on assets with incomplete
information on the return. Mathematics of Operations Research, 2020.

[15] Tiziano De Angelis and Goran Peskir. Global c1 regularity of the value function in optimal stopping problems.
Annals of Applied Probability, 30(3):1007–1031, 2020.

[16] Evgenij Borisovich Dynkin. Game variant of a problem on optimal stopping. In Soviet Math. Dokl., volume 10,
pages 270–274, 1967.

[17] Erik Ekström, Kristoffer Glover, and Marta Leniec. Dynkin games with heterogeneous beliefs. Journal of Applied
Probability, 2017.

[18] Erik Ekström and Goran Peskir. Optimal stopping games for Markov processes. SIAM Journal on Control and
Optimization, 47(2):684–702, 2008.

[19] Erik Ekström, Stephane Villeneuve, et al. On the value of optimal stopping games. The Annals of Applied
Probability, 16(3):1576–1596, 2006.

[20] Robert J Elliott, Lakhdar Aggoun, and John B Moore. Hidden Markov models: Estimation and Control, vol-
ume 29. Springer Science & Business Media, 2008.

[21] Robert J Elliott and Craig A Wilson. The term structure of interest rates in a hidden Markov setting. In Hidden
Markov models in finance, pages 15–30. Springer, 2007.

[22] N Esmaeeli, Peter Imkeller, and Victor Nzengang. Dynkin game with asymmetric information. Bulletin of the
Iranian Mathematical Society, 45(1):283–301, 2019.

[23] Giorgio Ferrari and Neofytos Rodosthenous. Optimal control of debt-to-GDP ratio in an N-state regime switching
economy. SIAM Journal on Control and Optimization, 58(2):755–786, 2020.

[24] G Ferreyra and P Sundar. Comparison of solutions of stochastic equations and applications. Stochastic analysis
and applications, 18(2):211–229, 2000.

[25] Avner Friedman. Stochastic games and variational inequalities. Archive for Rational Mechanics and Analysis,
51(5):321–346, 1973.

[26] Avner Friedman. Stochastic differential equations and applications. In Stochastic Differential Equations, pages
75–148. Springer, 2010.

[27] Pavel V Gapeev. Pricing of perpetual American options in a model with partial information. International
Journal of Theoretical and Applied Finance, 15(01):1250010, 2012.

[28] Pavel V Gapeev. Discounted optimal stopping problems in continuous hidden Markov models. Working paper,
2020.

36
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