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Abstract

Despite academic scepticism, cluster policies remain popular with policymakers. This paper evaluates
the causal impact of a flagship UK technology cluster programme. | build a simple framework and
identify effects using difference-in-differences and synthetic controls on rich microdata. | further test
for timing, cross-space variation, scaling and churn channels. The policy grew and densified the
cluster, but has had more mixed effects on tech firm productivity. I also find most policy ‘effects’
began before rollout, raising questions about the programme’s added value.
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1/ Introduction

Clusters have been a well-known feature of urban economies since Marshall first identified
them in 1918. A vast literature explores their determinants and characteristics (Duranton and
Kerr, 2015). Cluster policy is more controversial. Popularised by Michael Porter in the 1990s
(Porter, 1996; 2000), it is accepted by policymakers, but disliked by many academics. Clusters
— industrial districts of co-located, interacting firms — typically have market and co-ordination
failures. In theory, public policy could then improve cluster welfare. But clustering results from
many firm and worker decisions; so market failures are complex; and this complexity may lead

to policy failure (Duranton, 2011, Martin and Sunley 2003).

The scale of these challenges is an empirical question. However, the literature evaluating
cluster policies is small, and the set of robustly designed evaluations smaller still (see reviews
by Duranton (2011), Chatterji et al (2014), and Urraya and Ramlogan (2013)). The handful of
recent examples includes Falck et al (2010), Martin et al (2011), Nishimura and Okamuro
(2011), Viladecans-Marsal and Arauzo-Carod (2012), Engel et al (2013) and Ben Abdesslem
and Chiappini (2019).

This paper develops a rigorous impact evaluation of a flagship UK cluster programme. It also
tests a recent iteration of cluster policy. Rather than Porter-style cluster mapping, or applying
insights from evolutionary economics (Nathan and Overman, 2013), programmes today often
use ‘light touch’ interventions (Markusen and Gadwa, 2010). These include marketing,
business support and network-building, delivered by local government or by a bespoke agency.
These approaches seek to learn from past policy failures by ‘going with the grain’ of cluster

microfoundations. If successful, they hold lessons for other cities with technology clusters.

| study the "Tech City' cluster policy that launched in London in late 2010. This programme
aimed to grow the cluster of technology companies (c. 2,800 firms) centred on Shoreditch and
Old St roundabout (Figure 1).



The cluster had been growing for years without direct policy input (Foord, 2013; Nathan and
Vandore, 2014; Jones, 2017). It came to prominence in 2008 with a wave of media attention
about 'Silicon Roundabout' (Butcher, 2013; Foord, 2013; Nathan et al., 2018). In November
2010, then-Prime Minister David Cameron announced the Tech City policy. The initiative

aimed to ‘accelerate’ the cluster (Cameron, 2010), since expanding to cover the whole UK.?

The programme included a range of light-touch interventions. Place branding and marketing
aimed to grow the cluster and attract foreign investment. Business support programmes
targeted selected local firms, with tax breaks for early-stage investors. Policymakers also made
extensive attempts to improve public-private networks and firm-firm co-ordination, including

establishing a ‘one-stop shop’, the Tech City Investment Organisation (TCIO).?

Proponents claim this mix has worked well. The cluster is larger than it was, with firm growth
in all parts of the zone (Figure 2, top panel). VC dealflow in London tech as a whole has
increased substantially, from £384m in 2013 to £1.8bn in 2018,% and a number of high-profile,
highly-valued companies have developed, including Last.FM, Songkick, Transferwise,
Farfetch and Deliveroo. At the same time, cluster rents have risen, including relative to
comparable submarkets (bottom panel). There is also extensive anecdotal evidence of

displacement of smaller firms.*

Clusters involve both positive and negative feedback loops. As they get larger and denser,
agglomeration economies get stronger. However, such growth also raises crowding, and

competition for market share. | argue that the Tech City policy mix could plausibly contribute

! The programme has since gone through several evolutions and expansions. In late 2014 TCIO was rebranded
‘Tech City UK’ and refocused on cities across the country. Tech City UK rebranded as Tech Nation from Spring
2018, confirming its UK-wide remit.

2 All except the tax incentives were spatially focused on the Old St area, but policymakers did not draw formal
boundaries. A potential Olympic Park linkup was dropped as unfeasible within a year.

3 https://media.londonandpartners.com/news/london-and-uk-top-european-tech-investment-tables, accessed 9
May 2019; https://www.ft.com/content/0ff8687c-8f52-11e4-b080-00144feabdcO, accessed 15 August 2018.

4 https://www.theguardian.com/media-network/2016/apr/12/startups-abandon-tech-city-commercial-rent-soars-
east-london-shoreditch; https://www.uktech.news/news/tech-london-advocates-spiralling-rent-costs-are-
hampering-startup-growth-20150417. Both accessed 15 August 2018.
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to all three channels. As the cluster was growing pre-policy, and has continued to grow since,
I need to identify any additional policy effects relative to the counterfactual of continued no-

policy development.

To do this | apply theoretical frameworks developed by Arzaghi and Henderson (2008),
Duranton (2011) and Kerr and Kominers (2015). 1 first look at key economic changes in the
area between 1997 and 2017, using rich microdata plus a range of other sources. Next, | use
difference-in-differences and synthetic controls to identify policy effects on cluster size,
density and local tech plant performance. | explore mechanisms with four further pieces of
evidence. I run placebo-in-time tests to identify effect timing; use treatment intensity analysis
to explore within-cluster shifts; test for high-growth tech firm activity; and run a before-and-
after analysis of tech plant entry/exit patterns, for UK and foreign-owned firms.

| have three main results. First, the policy increased tech firm activity and densified the cluster,
especially for ‘digital technology’ (mainly hardware and software). Here, plant counts rose
27% and job counts rose 44%, creating 108 extra plants and 1167 extra jobs in the post-policy
period. For ‘digital content’ activities that historically dominated the cluster (such as
advertising, media, design and web services), plant counts rose 7.9%, giving 367 extra plants
overall. Effects on content employment are only marginally significant. Overall digitech plant
density rose 21% and job density 81%, with activity clustering in the 250m zone around Old
St roundabout. By contrast, digital content activity de-densified from the inner to the outer
parts of the cluster. This is consistent with increased crowding, both within tech industry space
and between tech/non-tech activities. This tight geography of moves also holds for in/out-

movers, who mainly come from the rest of London.

Second, these shifts did not always raise tech firm productivity. For digital tech firms, 1 find a
marginally significant drop in revenue/worker, with consistently positive effects only after
2015. By contrast, digital content firms’ productivity rises 13.9% in the post-policy period.
Churn has risen substantially, with the share of new entrants to the market doubling from
2009/10 to 2016/17. But I find no evidence that policy affected high-growth episodes via
Schumpterian competition. This is consistent with crowding and competition channels
dominating agglomeration channels for newer, smaller digitech firms. For larger, more

established digital content firms, agglomeration effects seem to be strongest.



Third, I raise questions about the policy’s added value. For some policymakers, a bigger, denser
cluster is proof of success. Across a broader range of outcomes, the picture is less positive. The
policy changed the composition of the cluster, arguably overheating parts of it. Entry was
driven by UK-owned firms, rather than foreign investment. Most critically, 1 find clear
evidence that most policy ‘effects” began before 2011, when the cluster first came to media
attention. Year by year outcome changes in 2008-10 are always larger than those in 2011-17.
For digital tech firm productivity, | find suggestive evidence of a negative policy effect.
Consistent with theory, this suggests that policy weakened the net benefits of cluster location
(Duranton, 2011). Light-touch cluster policy can have some positive impacts. But as sceptics

have argued, cluster interventions remain fundamentally challenging.

This is the first impact evaluation of the Tech City programme that | am aware of.> The paper
also adds to a small set of studies on the East London tech milieu (Foord, 2013; Nathan and
Vandore, 2014; Martins, 2015; Jones, 2017), plus a related set of studies covering London’s
post-industrial economic evolutions (see inter alia Hall (2000), Hamnett and Whitelegg (2007),
Hutton (2008), Pratt (2009), and Harris (2012)). More broadly, the paper adds to the sparse
cluster policy evaluation literature, and to the larger, related literature on economic area-based
initiatives.® The closest comparator is probably Falck et al (2010), who look at the effects of
high-tech cluster policies in Bavaria. Viladecans-Marsal and Arauzo-Carod (2012) test policies
to attract firms into a planned 'creative district’, but do not examine firm-level outcomes. Ben
Abdesslem and Chiappini (2019) do look at firm outcomes, but for a top-down programme

aimed at optical/photonic manufacturing.

2/ Data and definitions

| explore the cluster using multiple data sources. | start with the 9" edition of the Business

51n 2017 the UK Department of Culture, Media and Sport published an evaluation of Tech City UK, with
exploratory analyses of three business support programmes. Estimates of economic benefits have ‘a strong
‘health warning” attached’ (p. iv). The report is available at: https://bit.ly/2U8nSTP, accessed 9 May 2019.

6 See Neumark and Simpson (2014), Glaeser and Gottlieb (2008), Kline and Moretti (2013) and What Works
Centre for Local Economic Growth (2016) for reviews.
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Structure Database, hence BSD (Office of National Statistics, 2017). The BSD covers over
99% of all UK economic activity and provides reliable postcode-level information for
individual plants. I link live plants to 2011 Lower Super Output Areas (LSOAS), then aggregate
the data to LSOA level.” The resulting panel runs from 1997 — 2017, with 101,503 area*year
observations for 4,835 LSOAs in Greater London. Further details are set out in Appendix A.
As BSD cross-sections are taken in April of each year, | place the Tech City initiative in BSD
year 2011, not 2010. For further controls I use 1991, 2001 and 2011 Census data, ONS Mid-
Year Population Estimates 1997-2016, and TfL stations data 1997-2017.

As the cluster has no formal boundaries, | define it as a 1km ring around Silicon Roundabout,
the consensus at policy introduction (Nathan and Vandore, 2014). Here, Tech City is the set of
LSOAs whose centroids have a linear distance of 1km or less from the Eastings/Northings of
the OId St roundabout.® Following Arzaghi and Henderson (2008), | use 250m distance rings
to divide cluster space. The area is thus constructed as 25 LSOAs, with 250m, 500 and 750m

distance rings covering 1, 7 and 13 LSOAs respectively.®

| define ‘tech’ industries using the ONS typology of science and technology sectors (Harris,
2015). | distinguish ‘digital technology’ activities (mainly hardware and software industries)
and ‘digital content’ (such as advertising, design, media and the creative industries, where

product/services are increasingly online). Appendix A lists time-consistent SIC codes.

| focus on three cluster outcomes. Cluster size is given by net LSOA tech plants and jobs in a
given year.'% | measure cluster density using annual LSOA shares of tech plants and tech

employment. | measure cluster performance using annual LSOA averages of tech firm revenues

7 Alternatives are a) working at plant level, rather than area level; b) using grid squares, rather than small
administrative units. Given plants are mobile and there is substantial entry/exit from the cluster, plant-level
analysis makes matching highly complex. Working in grid space is more feasible but would disallow the use of
non-BSD controls, since these are not geocoded.

8 E532774, N182493, from gridreferencefinder.com, accessed 1 October 2017.

9 Other methods delivering similar results include: in step 1, calculating the mean centroid of the two
‘roundabout LSOAS'; in step 1, using each roundabout LSOA centroid. An alternative method delivering slightly
larger numbers of LSOAs would be to change step 3 to include all LSOAs within the distance rings, regardless
of whether their centroids fell within the relevant ring.

10 Entrants minus exits. | lack occupational level data, so this is a measure of all jobs in a tech firm.



per worker, via enterprise-level BSD data.!* Firms’ revenue per worker is a rough measure of
‘revenue productivity’. It will be driven up by improvements in labour productivity or TFP
(reflecting increasing returns to scale); and driven down by rising market competition (lower

revenue to the firm).

3/ Background and descriptive analysis

The Tech City area is located in a set of ex-industrial East London neighbourhoods between
Islington, Tower Hamlets, Hackney and the City of London. It shares many characteristics of
inner urban creative/technology districts such as Silicon Alley (New York) and SoMa (San
Francisco) including a tight cluster shape, use of ex-industrial buildings, abundant social
amenities and a gritty physical appearance (Zukin, 1995; Indergaard, 2004; Hutton, 2008).
Cluster protagonists make extensive use of matching, sharing and learning economies that such
tight co-location affords (Duranton and Puga 2004, Duranton and Kerr 2015). As with other
milieux, the area’s gradual evolution from depressed ex-industrial neighbourhood to vibrant
post-industrial district was ‘organic’, with no direct policy interventions until the Tech City
programme (Pratt, 2009; Harris, 2012; Foord, 2013; Nathan and Vandore 2014).12

The cluster is distinctive from the rest of Greater London, both in its overall characteristics and
in tech industry evolution. Table 1 shows mean characteristics for Tech City LSOAs versus the
average rest of Greater London LSOA in the pre-policy period, 1997-2010. Appendix table B1
provides further detail.

The tech cluster is dominated by digital content industries. Content firms are more numerous,

denser, have more employees and nearly double revenue productivity of digital tech firms. This

11 For single plant firms (over 98% of the observations), enterprise and plant-level figures are the same. For
multi-plant firms, | assign shares of enterprise-level revenue to plants based on each plant's share of enterprise-
level employment.

12 The cluster is not mentioned in two key 2000s policy frameworks: the 2003 City Fringe City Growth Strategy
and the 2001 DTI UK cluster-mapping exercise.



is consistent with historical and case study evidence, which stresses the importance of the
creative industries in the emergence London tech (Foord, 2013; Nathan and Vandore, 2014;
Martins, 2015). The area’s industry and demographic mix is also very different from the
average rest-of-London neighbourhood. In particular, tech activity is much denser.

Figure 3 looks at LSOA firm and job shares for digital content over time (top row) and digital
technology (bottom row), comparing the average Tech City neighbourhood with the average
rest of London neighbourhood. The area maintains a well-above-average density of digital
content activity. Plant density falls slightly post-policy, implying that other sectors are growing
faster as a share of all firms. Digital technology activity is much sparser than digital content,
and pre-policy, Tech City LSOAs are much closer to the rest of the capital in digital tech

density. However, post-policy the two groups visibly diverge.

Figures B1 and B2 show, respectively, LSOA net tech plant counts and tech plant average
revenue per worker over time. As expected, plant counts are very much higher in Shoreditch
than the average rest of London LSOA, with stocks accelerating in the 2010s. By contrast, tech

plant revenue per worker is more uneven over time.

4/ Analytical framework

Following Duranton (2011) we can think of a cluster as a dynamic Marshallian production
district. As the cluster grows, firms’ productivity rises (via agglomeration economies). At the
same time, the costs of cluster location rise with cluster size (via crowding). Productivity and
cost combine to give a net returns function that rises to a maximum — after which additional
costs to firms in the cluster, usually expressed in rents, outweigh productivity gains. The exact
slope of these curves is industry and location-specific, depending on the set of matching,
sharing and learning economies (Duranton and Puga, 2004) and amenities (Currid, 2007;
Hutton, 2008; Pratt, 2009) that local tech firms seek to access. Competing land uses will also
influence rents (Hamnett and Whitelegg, 2007). The framework is completed with a supply

curve of workers and firms, which will be upward-sloping if agents are not perfectly mobile.



Kerr and Kominers (2015) argue that clusters are effectively a set of overlapping industrial
districts. Firms enter to access features that improve their productivity and thus
revenue/worker. As in Arzaghi and Henderson (2008), firms trade-off access to some set of
matching / sharing / learning economies and amenities, against the costs of location (rents).
They leave a given neighbourhood if location costs start to exceed productivity advantages. As
that district fills up, net benefits decline; at some point movers / entrants shift to the 'next-best’
district (specifically, the marginal entrant/mover will choose the next available site with the
largest 'spillover radius'). Cost and spillover decay functions set the overall cluster shape. For
industries such as tech, where face-to-face interaction is important, clusters tend to be small

and dense.

In this setting, the Tech City policy mix could have multiple impacts. First, place marketing
complements existing media exposure (see also Section 5). This may co-ordinate entry
decisions to the location, raising the number of tech firms and jobs. Over time, success stories
—such as high-profile ‘unicorns’ — reinforce this channel. Other things being equal, raised entry
will increase cluster density of tech activity. Increased size and density should amplify
agglomeration effects, increasing firm productivity and thus revenue / worker. Note that

incumbents, in established networks, may benefit most from these shifts.

Second, other elements in the policy mix (business support, networking / co-ordination
activities), if effective, will steepen the productivity curve and improve revenue productivity
for a given cluster size. Networking and co-ordination activity may improve firm-firm
matching, knowledge spillovers or both, feeding into firm performance. Business support
policies in Tech City have only targeted very small numbers of high-potential firms — typically

50 or less — but may increase high-growth episodes for those companies.

Third, higher entry may also induce crowding. Even if productivity is rising, cost increases
may induce relocation if these outweigh productivity gains (i.e. if the net returns curve is
sloping down). These relocations will likely be highly localised — to less central cluster

locations or to neighbourhoods just outside it.



Fourth, higher cluster size/density also leads to higher market competition (Combes et al 2012).
This may simply involve higher overall churn. However, in a Schumpetarian setting (Aghion
et al., 2009), a few more innovative 'winners' raise their productivity, while 'losers’ shed

revenue and staff or exit.

Finally, cluster policy may also act as a positive signal to other industries to locate in the area,
including developers and residential property. If growth in tech firms is balanced by growth in
other activities, cross-sector competition for space may exacerbate tech firm relocation. It will
also dampen changes in cluster density, and in extremis may decrease it, if other activities

outcompete tech firms for space in the cluster.

5/ Research design

5.1/ Identification

I look to identify the effect of the Tech City policy on cluster outcomes. As in Falck et al (2010)
and Noonan (2013), the classical starting point is to compare changes in the treated area and
control areas. Difference in differences gives a consistent ATT, conditional on observables and
on parallel pre-trends in treated and control groups. Causal inference requires that LSOA-
specific time-varying unobservable characteristics affecting outcomes are independent of

treatment status, conditional on included controls (Gibbons et al., 2016).

There are two main identification challenges: not accounting for these will bias up estimates
of the true policy effect. First, rising media attention around ‘Silicon Roundabout’ from 2008
(Nathan et al., 2018; Foord 2013) could have induced firms and entrepreneurs into the area
before the policy launched. Figure B3 gives a proxy of attention over time via counts of relevant
Google searches pre and post-policy. While anticipation effects appear small, I check my main

results using placebo-in-time tests.

Second, time-varying unobervables may have driven both area selection and subsequent
outcomes. Policymakers’ rationale for choosing Shoreditch is not clear-cut. By 2010 Ministers

were claiming 'something special’ for the Inner East London cluster (Cameron, 2010; Osborne

10



and Schmidt, 2012). Other accounts depict policy origins as chaotic (Butcher, 2013; Nathan et
al., 2018), and thus as good as random compared to other tech hotspots in the city. To test, |
use propensity score matching to identify observably similar tech hotspot LSOAs in London. |
select the vector of observables from the recent empirical literature on urban technology and
creative clusters (Florida, 2002; Indergaard, 2004; Hutton, 2008; Pratt and Jeffcut, 2009; Currid
and Williams, 2010; Harris, 2012; Foord, 2013; Nathan and Vandore, 2014; Martins, 2015). If

assignment is quasi-random, treatment and control areas should balance on observables.

I match on the nearest neighbour and to avoid contamination, restrict to control LSOAS at least
1km away from the cluster edge. Table B2 shows the matching results for the 25 Tech City
LSOAs and 213 matched control LSOAs with the 25% highest propensity scores. Matching
brings treatment and control groups substantially closer together, and t-tests suggest no
significant differences (except in one case), but other diagnostics suggest the two samples
remain unbalanced. Results of balancing tests for treated units and nearest neighbours are
shown in Figure B4. | find significant pre-treatment 'effects’ in both plant count regressions,

and close-to-significant 'effects’ in both plant density regressions.

Taken together, timing, selection, balance and pre-trend issues suggest that conventional
difference in differences may not give consistent estimates. My preferred approach is thus a
synthetic control design, using the matched sample as a donor pool (Abadie et al 2010). Details
of the synthetic control build are given in the next section.'® Crucially, the estimator gives a
consistent ATT even in the presence of time-varying unobservables (Helmers and Overman
2016, Becker et al., 2018). | follow the design of Becker et al (2018) and compare synthetic

control results to difference-in-differences results for the matched sample.

Given the lack of formal treatment and impact geographies, in extensions | use spatial
differencing (Mayer et al., 2015) and treatment intensity approaches (Einio and Overman,
2013; Faggio 2015; Gibbons et al., 2016) to allow policy effects to vary across 250m rings

within cluster space.

13 An alternative to the synthetic control would be the interactive fixed effects design developed by Bai (2009)
and elucidated by Gobillon and Magnac (2016).

11



5.2 / Estimation

For the matched sample, a generalised difference in differences regression for LSOA i and year

t is given by:

Yit= I + Tt + aTCit + Xbitn + €it 1)

InY is the log of tech firm counts or tech job counts; sharesof tech firms or tech jobs; or the log
of tech firm revenue / worker. TC is a dummy variable taking the value 1 for Tech City LSOAs
in the post-treatment period, and ajis the ATT for a Tech City LSOA. Control LSOAs are tech

hotspots at least 1km away from the cluster edge.

X is a set of time-varying controls. These cover local economic conditions (lags of LSOA all-
sector plant entry, LSOA all-sector revenue/worker, LSOA Herfindahl Index); tech-friendly
amenities (LSOA counts of cafes and restaurants, bars/pubs/clubs, co-working spaces, galleries
and museums, libraries, hotels, other accommodation, arts and arts support, venues,
universities); infrastructure (the count of tube and rail stations in the LSOA); plus local area
demographics (population size, shares of migrants and shares of under-30s in the local
authority district surrounding the LSOA\). | cluster standard errors on LSOASs and, given nearest

neighbour matching, regress on the matched sample.
The synthetic control is an extension of (1) where the synthetic control unit is a weighted
average of the matched set of control LSOAs (Athey and Imbens, 2017). Here, the outcome is
the linear combination of the treatment effect for a Tech City LSOA and the outcome in
synthetic Tech City:

InYit = InYNit + aTCit 2

The ATT for the treated unit — here, unit 1— is then given by:

é.l = 2,‘22 |nYit - Wi|nYit (3)

12



Where Z;>2 InYit is the sum of the weighted outcome for all the non-treated units, and W is a
ix1 weights vector (wa, ... Wi+1) Where weights sum to one.* The optimal set of weights W*
minimises the difference between Xi, the vector of pre-treatment characteristics of the
treatment zone, and Xo, the vector of pre-treatment characteristics for control LSOAs, where

V is a vector of predictor importance.

W* = min(X1 - XoW) V(X1 - XoW) (4)

Setting V and X appropriately is crucial (Kaul et al., 2018; Ferman et al., 2018). V is usually
chosen to maximise the overall pre-treatment ‘fit' of the synthetic unit, specifically to minimise
the treatment-control gap in the outcome. This is given by the root mean squared of the
predicted error (RMSPE) (Abadie et al., 2010). V can also be chosen through cross-validation,
where the pre-treatment period is split in two: optimal VV minimises the RMSPE in the training
period and the validation period (Cavallo et al., 2013). Alternatively, V can be an identity
matrix (Gobillon and Magnac, 2016). The latter has the attractions that predictor importance is
identical across all regressions, and that outcomes and controls can be fitted together for all
pre-treatment periods. | use this approach, and run robustness checks on alternative

specifications of V and W.

Reassuringly, synthetic Tech City is more closely matched to Tech City than the matched
sample as a whole. Table 2 compares mean pre-treatment outcomes and control variables for
the Tech City area, synthetic Tech City and matched LSOAs for the log of digital tech plants.
Table B3 replicates this for all other outcomes. Table B4 shows the LSOAs chosen for the
synthetic control and the weights assigned, for all outcomes of interest.

Inference for synthetic controls is done through permutation. Abadie et al (2010, 2015) first
calculate yearly treatment ‘effects' for each donor pool unit, comparing distributions for the
treated and donor units in the post period. If the placebo runs generate effect sizes smaller

14 Strictly speaking, in diff-in-diff specifications a gives the ATT for the average Tech City LSOA, while in
synthetic control specifications &; gives the ATT for a single Tech City zone with characteristics averaged
across all Tech City LSOAs. | treat these as equivalent.

13



(larger) than the treatment unit, this suggests a real (spurious) treatment effect. Placebo effects
may be large for units poorly matched pre-treatment. To fix this, Galiani and Quistorff (2016)
suggest weighting treatment and placebo effects by pre-treatment RMSPE.*®

For the overall ATT, Abadie et al compare the ratio of post/pre-treatment RMSPE for the
treated unit, Ry, and the donor units, Rj.. A large post-treatment RMSPE indicates a gap
between the treated unit and the synthetic control, suggesting a true effect; however, a large
pre-treatment RMSPE suggests that the synthetic control does not fit the data well before the
policy, so the effect may be spurious. The test 