PAYOFFS-BELIEFS DUALITY AND THE VALUE OF INFORMATION
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Abstract. In decision problems under incomplete information, actions (identified to payoff vectors indexed by states of
nature) and beliefs are naturally paired by bilinear duality. We exploit this duality to analyze the value of information, using
concepts and tools from convex analysis. We define the value function as the support function of the set of available actions:
the subdifferential at a belief is the set of optimal actions at this belief; the set of beliefs at which an action is optimal is the
normal cone of the set of available actions at this point. Our main results are 1) a necessary and sufficient condition for positive
value of information 2) global estimates of the value of information of any information structure from local properties of the
value function and of the set of optimal actions taken at the prior belief only. We apply our results to the marginal value of
information at the null, that is, when the agent is close to receiving no information at all, and we provide conditions under
which the marginal value of information is infinite, null, or positive and finite.
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1. Introduction. The value of a piece of information to an economic agent depends on the information
at hand, on the agent’s prior on the state of nature, and on the decision problem faced. These elements are
intrinsically tied, and separating the influence of one of them from that of the others is not straightforward.

Most information rankings are either uniform among agents or restricted to certain classes of agents.
Blackwell’s comparison of experiments [8], for instance, is uniform; it states that an information structure is
more informative than another if all agents, no matter their available choices and preferences, weakly prefer
the former to the latter. Papers [26, 31, 12] are examples that build information rankings based on restricted
sets of decision problems. The flip side of this approach is that information rankings are silent as to the
dependency of the value of a fixed piece information on the agent’s preferences and available choices. They
do not tell us what makes information more or less valuable to an arbitrary agent, and neither can they
identify the agents who value a given piece of information more than others. If we want to answer this type
of questions, we need to examine carefully how information, priors, decisions and preferences come into play.

The effect of priors and evidence on beliefs is well understood. Given a prior belief, and after receiving
some information, an agent forms a posterior belief. Posterior beliefs average out to the prior belief, and
information acquisition can usefully be represented by the distribution of these posterior beliefs (see, e.g. [9,
3]).

In any decision problem, to each decision and state of nature corresponds a payoff. The decision problem
can thus be represented as a set of available vector payoffs, where each payoff is indexed by a state of nature
[7]. Given a posterior belief, the agent makes a decision that maximizes her expected utility so that, to
each (posterior) belief of the agent corresponds an expected utility at this belief. The corresponding map
from beliefs to expected payoffs is called the value function. The value of a piece of information, defined as
the difference in expected utilities from having or not having the information at hand, is thus the difference
between the expectation of the value function at the posterior and at the prior, and is nonnegative. Thus,
the value function fully captures the agent’s preferences for information.

In this paper, we make use of convex analysis [33] to exploit a bilinear duality structure between payoffs
and beliefs, that gives expected payoff [17]. Primal variables are payoffs vectors, dual variables are beliefs
(or, more generally, signed measures) and the value function appears as the (restriction to beliefs of the)
support function of the set of available vector payoffs. This provides a correspondence between convex
analysis concepts and tools, on the one hand, and economic objects, on the other hand. The set of beliefs
compatible with an optimal action is related to the normal cone of the set of available vector payoffs at
this optimal action. The subdifferential of the value function at any belief can be represented as the set of
optimal choice of vector payoffs at this belief.

We express the value of information according to the influence it has on decisions. We provide three
upper and lower bounds on the value of information.

In the first upper and lower bounds, we characterize information with a positive value. We show that
information has a positive value if and only if at least one of the optimal actions at the prior becomes
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suboptimal for some of the posteriors. We thus define the confidence set at a prior belief p as the set of
posterior beliefs for which all optimal actions at p remain optimal. Our result says that information has
positive value if and only if posterior beliefs fall outside of the confidence set with positive probability.
This result generalizes insights from [23] and [30], who had already noticed that information can only be
useful insofar as it influences choices. We provide corresponding lower and upper bounds to the value of
information.

In the second bounds, we express the fact that the value of information is maximal when it influences
actions the most, which happens when information breaks indifferences between several choices. We show
that, when this is the case, the value of information can be suitably measured by an expected distance
between the prior and the posterior. There are several optimal actions at the prior, and information that
allows to break indifferences has highest value.

Finally, our third bounds apply to cases in which the agent’s optimal choice is a smooth function of her
belief around the prior. We show that, in this situation, the value function is also smooth around the prior,
and the value of information is essentially a quadratic function of the expected distance between the prior
and the posterior. In this intermediate case, information impacts actions in a continuous way. The optimal
actions at the prior belief and at a posterior close to it are themselves close; so choosing one instead of the
other has a mild, albeit positive, impact on the expected payoff.

In a finite decision problem — such as shopping behavior [28] or residential location [29] — at any given
prior the agent either has an optimal action that is locally constant, or is indifferent between several optimal
choices. The first and second upper and lower bounds are particularly useful in finite choice problems. The
third bounds are most useful in decision problems with a continuum of choices, such as scoring rules [11] or
investment decisions [1].

The paper is organized as follows. Sect. 2 presents the model and introduces the duality between
actions/payoffs and beliefs. The main results are presented in Sect. 3. Sect. 4 is devoted to an illustration
of our results in an insurance example and Sect. 5 to applications to the question of marginal value of
information. Sect. 6 concludes by discussing related literature. The Appendix contains background on
convex analysis and the proofs.

2. Model, payoffs-beliefs duality and information. We consider the classical question of an agent
who faces a decision problem under imperfect information on a state of nature. The set of states of nature
is a finite set K. We identify the set ¥ of signed measures on K with R¥X. The agent holds a prior belief p
with full support in the set A = A(K) C ¥ = R¥ of probability distributions over K. We identify A with
the simplex of RX.

A decision problem is given by an arbitrary compact choice set D and by a continuous payoff func-
tion g: D x K — R. Consistent with the framework of [8], we define the set of actions as the compact
convex subspace of RX given by the closed convex hull:

(2.1) A =t0{(9(d, k), d € D} CRY .

The convexity of A is justified by allowing the agent to randomize over actions.

Duality between actions/payoffs and beliefs. The scalar product between a vector v € RX and a
signed measure s € R¥ is (s ,v) = 3 e i SkVk- This scalar product induces a duality between payoffs /actions
and beliefs. Such a duality is at the core of a series of works in nonexpected utility theory, such as [21, 27, 14].

Under belief p € A, the decision maker chooses a decision d € D that maximizes ), prg(d, k), or,
equivalently, an action a € A that maximizes (p , a), and the corresponding expected payoff is maxqeca (p ,a) €
R. We define the value function va : A — R by:

(2.2) va(p) = max (p,a) , Vpe A .
a€A
The value function v4: A — R is convex — as the supremum of the family of affine functions (-, a) fora € A
— and continuous — as its effective domain is the whole convex set A [22, p. 175].
Given a belief p € A, we let A*(p) C A be the set of optimal actions at belief p, given by

(2.3) A(p) = argmax (p, @) ={a € A| Vo' € A, (p,a) < (p, )}
2
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Geometrically, the set A*(p) is the (exposed) face of A in the direction p € A (see (A.3) in Appendix for a
proper definition). The set A*(p) is nonempty, closed and convex (as A is convex and compact).

Conversely, an outside observer can make inferences on the agent’s beliefs from observed actions. For an
action a € A, the set A% (a) of beliefs revealed by action a is the set of all beliefs for which a is an optimal
action, given by:

(2.4) Aj(a) ={peAlVd €A, {p,a)<(p,a)}.

Geometrically, the set A% (a) is the intersection with A of the normal cone Na(a) (see (A.6) for a proper
definition).

Obviously, given a € A and p € A, a € A*(p) iff p € A%(a), as both express that action a is optimal
under belief p.

Information structure. We follow [9, 8], and we describe information through a distribution of pos-
terior beliefs that average to the prior belief. Hence, given the prior belief p, we define an information
structure as a random variable q, defined over a probability space (2, F,P) and with values in A, describing
the agent’s posterior beliefs, and such that (where E denotes the expectation operator with respect to P)

(2.5) q: (QF,P)—A, E[lq] =p.

Given the action set A in (2.1) and the information structure q in (2.5), the value of information Vol 4(q)
is the difference between the expected payoff for an agent who receives information according to q and one
whose prior belief is p. It is given by:

(2.6) Vol4(q) = E [va(q)] —va(p) .

The following example illustrates relations between the set A of actions and the value function v 4.

EXAMPLE 1. Consider two states of nature, K = {1,2}, decisions D = {dy,da,ds,ds}, and payoffs given
by Table 1. In this case, A is the convex hull of the four points (3,0), (2,2), (0,5/2) and (0,0). The value

k=1|k=2
dy 3 0
da 2 2
ds| 0 5/2
dy 0 0

TABLE 1

Table of payoffs

function v, expressed as a function of the probability p of state 2, is the mazimum of the following three
affine functions: 3(1—p), 2, and 5p/2. Action (3,0) is optimal for p < 1/3, (2,2) is optimal forp € [1/3,4/5],
and (0,5/2) is optimal for p > 4/5. Both the set A and the function vy are represented in Figure 1.

At p = 4/5, the optimal actions are (2,2), (0,5/2), and their convex combinations. At this point, the
mapping va is not differentiable. However, its subdifferential — which can be visualized as the set of straight
lines that are below va and tangent to it at p = 4/5 — is still well defined and corresponds precisely to the
optimal actions A*(4/5), i.e. the convex hull of {(2,2),(0,5/2)}.

The set A% (3,0) of beliefs revealed by action (3,0) consists of the range p € [0,1/3], and it can be seen
on the right side of Figure 1 that, for this range of probabilities, the action (3,0) is optimal and that vy is
linear and equal to 3(1 — p).

3. On the value of information. In this section, we relate the geometry of the set A of actions
in (2.1) with the behavior of the agent around the prior belief p, with differentiability properties of the value
function v, in (2.2) at the prior belief p, and with the value of information VoI, in (2.6). This approach
allows us to derive bounds on the value of information that depend on how information influences actions.

First, in Subsect. 3.1, we consider information that does not allow us to eliminate optimal actions. We
introduce the confidence set as the set of posterior beliefs at which all optimal actions at the prior remain

3
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Fic. 1. The set A of actions on the left, and the value function va on the right. Each of the four arrows on the left
represents an action a such that p = 4/5 belongs to the set A% (a) of beliefs revealed by action a. On the right side, these four
actions (each attached to an arrow) can be seen as four elements of the subdifferential of the value function va at p = 4/5.
The set A% (3,0) = [0,1/3] can be visualized both as the normal cone at (3,0) on the left side, and as the range of values of
probabilities p for which (3,0) is optimal on the right.

optimal. We show that information is valuable if and only if, with positive probability, it can lead to a
posterior outside this set. Therefore, information is valuable whenever it allows to eliminate some actions
from the set of optimal ones.

Second, in Subsect. 3.2, we consider the somewhat opposite case of tie-breaking information. This
corresponds to situations in which the agent is indifferent between several actions, and the information
allows her to select among them. We show that the value of information can be related to an expected
distance between the prior and the posterior, provided that posterior beliefs move in these tie-breaking
directions.

These two first approaches are suitable in finite decision problems where the value function is piecewise
linear. In the third approach, in Subsect. 3.3, we look at situations in which the optimal action is locally
unique around the prior and depends on information in a continuous and smooth way. There, we show that
the value of information can essentially be measured as an expected square distance from the prior to the
posterior. This approach is particularly adapted to cases in which the space of actions is sufficiently rich,
and where small changes of beliefs lead to corresponding small changes of actions.

3.1. Valuable information. Our first task is to formalize the idea that useful information is informa-
tion that affects optimal choices (quoting [23], “Information is of value only if it can affect action”). Since
there are potentially several optimal actions at a prior belief p and at a posterior p, there are in principle
many ways to formalize this idea.

We say that a belief p is in the confidence set A (p) of prior belief p iff all optimal actions at p (those
in A*(p)) are also optimal at p. In other words, we define the confidence set of prior belief p by:

(3.1) Ayp)= [\ Aula).

a€A*(p)

Another way to look at this notion is to consider an observer who sees choices by the decision maker:
4
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p € A% (p) when none of the actions chosen by the agent at prior belief p would lead the observer to refute
the possibility that the agent has belief p.
The notion of a confidence set allows for the characterization of valuable information as follows.

PROPOSITION 3.1 (Valuable information). For every information structure q as in (2.5), we have:

(3.2a) Vola(q) =0 < Fa* € A*(p), a* € A*(q), P—as.
(3.2b) = qecAY(D), P-as

In Example 1, the confidence set at p = 1/2 is the closed interval [1/3,4/5] (the flat portion of the
function to the right of Figure 1). Information is valuable whenever, with some positive probability, the
posterior does not belong to this set. When the posterior falls in this set with probability one, the value
function averaged at the prior precisely equals the value at prior belief p, hence information has no value.

It is relatively straightforward to see that if all posteriors remain in the confidence set, information is
valueless. In fact, when this is the case, the same action is optimal for all of the posteriors, which means
that the agent can play this action, while ignoring the new information, and obtain the same value. The
proposition shows that the converse result also holds: the value of information is positive whenever posteriors
fall outside of the confidence set with some positive probability.

More can be said about estimates on the value of information. To do so, we introduce an e-neighborhood
of the confidence set A% (p). For ¢ > 0, let

(3.3) %M ={ge Ald(q,A%(p) < e} where d(q,A%(p)) = inf |p—ql.
pEAS, (P)

This leads us to a first estimate of the value of information.

THEOREM 3.2 (Bound on the value of information based on confidence sets). For every ¢ > 0, there
exist positive constants C's and c5 4. such that, for every information structure q as in (2.5):

(3.4) CAE [d(q,A4(p))] > Vola(q) > c5aP{a & A .(p)} -

The upper bound tells us that the value of information is bounded by (a constant times) the expected
distance from the posterior to the confidence set at the prior. In particular, it is bounded by the expected
distance from the posterior to the prior itself. The lower bound is a converse result, but in which we need
to replace the confidence set by some e-neighborhood. It shows us that the value of information is bounded
below by (a constant times) the probability that the posterior is at least distance e from the confidence set,
and, therefore, it is also larger than the expected distance from the posterior to this e-neighborhood of the
confidence set. Both the lower and upper bounds depend on the confidence set A (p) in (3.1), which can be
computed locally at prior belief p. On the other hand, they apply to all information structures. The caveat
is that the multiplicative constants C4 and ¢z 4, in (3.4) depend on global, and not just local, properties of
the action set A.

3.2. Undecided. We now consider situations in which information influences actions the most. Those
are situations of indifference in which, at the prior belief p, the agent is undecided between several optimal
actions. A small piece of information can then be enough to break this indifference. As shown by the
following proposition (whose proof we do not give, as it is well-known in convex analysis [22, p. 251]), the
value function then exhibits a kink at prior belief p.

PRrOPOSITION 3.3. The two following conditions are equivalent:
o the set A*(p) of optimal actions at the prior belief p in (2.3) contains more than one element;
o the value function v in (2.2) is nondifferentiable (in the standard sense) at the prior belief p.

Cases of indifference are typical of situations with a finite number of action choices. Coming back to
Example 1, the agent is undecided for p = 1/2 and p = 3/4: at these priors, the agent has several optimal
choices, and the value function is nondifferentiable. At all other priors, the optimal choice is unique, and
the value function is differentiable.

This manuscript is for review purposes only.



210
211
212
213
214

215

216
217
218

2

26
2

228
229
230
231
232
233
234
235
236
237
238

239
240
241
242
243
244
245
246
247

At prior beliefs p satisfying the conditions of Proposition 3.3, the convexity gap of the value function v4
is maximal in the directions in which it is nondifferentiable. This allows us to derive a second bound on the
value of information. For this purpose, we call indifference kernel ZiA (p) at prior belief p the vector space of
signed measures that are orthogonal to all differences of optimal actions A*(p) at p, that is,

(3.5) Sh(p) = [A*(p) - A* ()] -

Beliefs in the indifference kernel i, () do not break any of the ties in A*(p), since p € ¥, (p) < (p,a) =
{p,a') , Y(a,a’) € A*(p)?. We note the inclusion AS(p) C ¥i,(p) N A as every element in the confidence
set is necessarily in the indifference kernel and in the simplex of probability measures.

Recall that a seminorm on the signed measures ¥ on K, identified with R, is a mapping ||-|| : RE — R,
which satisfies the requirements of a norm, except that the vector subspace {s € R¥ | ||s|| = 0} — called the
kernel of the seminorm || - || — is not necessarily reduced to the null vector.

THEOREM 3.4 (Bounds on the value of information for the undecided agent). There exists a positive
constant Ca and a seminorm || - |5z ) with kernel ¥4 (p), the indifference kernel in (3.5), such that, for
every information structure q as in (2.5):

(3.6) CaE|lq —p|| > Vola(q) > Vol 4«5 (q) > E|q— p]

25 (P) -

For p=1/2 or p = 3/4 in Example 1, Theorem 3.4 shows that the value of information for these priors
is bounded above and below by a constant times the norm-1 between the prior and the posterior. Since any
small amount of information allows to break the indifference between the optimal actions at these priors,
information is very valuable.

The lower bound in Theorem 3.4 shows that a lower bound of the value of information is the expectation
of a seminorm of the distance between the prior belief and the posterior belief. To understand the role
of the kernel i, (p) of this seminorm, let us first consider the set of beliefs in this set. A posterior ¢ is
in ¥4, (p) = [A*(p) — A*(p)]* if and only if, for any two optimal actions a,a’ € A*(p), (¢,a) = (¢,a’). In
words, posteriors that do not break any of the ties in A*(p) might not be valuable to the agent. On the other
hand, Theorem 3.4 tells us that all other directions — i.e., those that allow at least one of the ties in A*(p)
to be broken — are valuable to the agent, and furthermore, in these directions, the value of information
behaves like an expected distance from the prior to the posterior.

The upper bound says that the value of information is bounded by an expected distance from the prior
to the posterior, and the inner inequality states that the value of information with decision set A is at least
as large as with action set A*(p).

Note that the bounds on Theorem 3.4 rely on the indifference kernel i, (p) in (3.5), which can be
computed directly from the set A*(p) by (3.5). The multiplicative constant C4 in (3.6), however, depends
on more global properties of the action set A.

3.3. Flexible. Finally, we consider the case in which there is a unique optimal action for each belief
in the range considered, and this action depends smoothly on the belief. More precisely, we assume that,
around the prior, optimal actions smoothly depend in a 1-1 way on the belief. This assumption is met when,
for instance, the decision problem faced by the agent is a scoring rule [11], or an investment problem [1, 12].

Our first step is to characterize a class of situations of interest, in which the agent’s optimal action
depends smoothly on her belief. The following proposition offers three alternative characterizations of these
situations, based 1) on the local behavior of the agent’s optimal optimal choices, 2) on local properties of
the geometry of the boundary of the set of actions, and 3) on local second differentiability properties of the
value function. For background on geometric convex analysis, the reader can consult §A.2 in the Appendix.

PROPOSITION 3.5. Suppose that the action set A in (2.1) has boundary OA which is a C? submanifold
of RE of dimension |K| — 1. The three following conditions are equivalent:
1. The set-valued mapping of optimal actions at the prior belief p in (2.3)

(3.7) A*: A= 0A, p— A*(p)
6
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is a local diffeomorphism' at the prior belief p;
2. The set A*(p) of optimal actions at the prior belief p in (2.3) is reduced to a singleton at which the
curvature of the action set A is positive;
3. The value function vy in (2.2) is twice differentiable at the prior belief p, with positive definite
Hessian at p.
In this case, we say that the agent is flexible at p.

THEOREM 3.6 (Bounds on the Vol for the flexible agent). If the agent is flexible at prior belief p, then
there exist positive constants Cp a4 and c5 a such that, for every information structure q as in (2.5):

(3-8) Cp,.4E |la = p|* > Vola(a) > ¢5aE |la— 5]

Theorem 3.6 shows that, in the case of a flexible agent, the value of information is essentially given by the
expected square distance between the prior and the posterior, up to some multiplicative constant. One of the
strengths of the theorem is that its assumption that the agent is flexible is a local one, whereas its conclusion
is global, as it applies to all information structures. On the other hand, the multiplicative constants Cp 4 and
¢p,4 in (3.8) themselves depend on the global behavior of the value function, and hence cannot be inferred
from local properties only.

4. An insurance example. In this example, we study an insurance problem and illustrate how the
results of Sect. 3 apply. The insuree chooses whether to insure, or not, and at which indemnity level to
insure if she does. The uncertainty is about the level of risk she incurs, and she may receive some partial
information about it.

EXAMPLE 2. The model is drawn from the classical insurance framework (see [6, 18]).
An insuree faces the decision of partially or fully insuring a good of value w against the possibility of its
total loss. Pricing is assumed to be linear, so that, for an indemnity I, the insurance company charges

(4.1) P(I) = ol + f where « €]0,1[, f>0.

In exchange for the premium P(I), the insuree gets compensation of an amount I from the insurance company
in case of a loss. For the range of wealth w considered, the insuree’s utility function u is considered to have
constant absolute risk aversion R, that 1is,

(4.2) u(w) =1 —e BV,

By (2.1), the set of actions is the closed convexr hull

(4.3) A= a{ (u(w), u(())) , (u( —P(I) + ), u( - P(I) + I))}

where, by convention, the first coordinate corresponds to no loss and the second corresponds to the loss.

The insuree’s subjective perception that a loss may arise is p €]0, 1], probability of loss. The insuree
chooses either not to insure, and obtains expected utility

(4.42) Uo(p) = (1 — p)u(w) + pu(0) = (1 —p)(1 — e~ "),

or to insure for an indemnity I > 0 that maximizes the expected utility

(4.4b) U(p,I) = (1 —p)u(— P(I)+w) +pu( —PI)+1) =1 —pe_R(_P(I)H) -1 —p)e_R(_P(IH'w) :

The question now becomes whether no insurance or a positive level of indemnity is chosen.

'n particular, the set A*(p) is a singleton for all p € A, in which case we identify a singleton set with its single element.

7
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PROPOSITION 4.1. There exists a threshold belief p* €]0,1[ and a smooth function I : [p*,1] —]0, 400]
such that
1. for p < p*, it is optimal not to insure,
2. for p = p*, the insuree is indifferent between no insurance and insurance at the positive indemnity
level I(p*),
3. for p > p*, it is optimal to insure at the positive indemnity level f(p)

Proof. It is easy to see that the function I € R — U(p,I) in (4.4b) is strictly concave with a unique
maximum, characterized by 9U/9I = 0, and achieved at
. 1 1-p «

(4.5) I(p):w_ﬁln(Tl—a

), Vp€]o,1].

We denote by p the unique p €]0, 1] such that I (p) >0 <= p > p. To determine whether no insurance or
a nonnegative level of indemnity is chosen, we introduce the difference of expected utilities

U(p,0) — Uo(p) ifp<p,
U(p.I(p)) —Uo(p) ifp>p.

We study the behavior of the function § when p is small and when p is close to one. After computa-
tion, we find that, for all p € [0,1] , U(p,0) — Up(p) = —(e®/ = 1)(p+ (1 — p)e @) < 0. Therefore,
d(p) < 0 for all p < p. On the other hand, when p goes to 1, §(p) goes to 1 because Up(p) — 0 and

U(p. 1(p) = (1—p) (1 _ e—R(—P<f<p>>+w)) +p(1 _ e—R(—P<f<p>>+f<p>)) — 1 (1—p) (212 "eRU-) _

p(lp%pﬁ)lfae*ml’o‘)w — 1 (as « €]0,1]). As a consequence, we can define p* = inf {p € [0,1] | d(p) > 0},
which belongs to [p, 1[. Indeed, since §(p) < 0 for p < p, we deduce that p* > p; and p* < 1 because §(p) — 1

when p — 1. We now check that p* and I in (4.5) satisfy the three assertions of the Proposition.

(4.6) 8(p) = maxU(p,I) - Uo(p) = {

By definition of p* and of the function 4, for p < p*, it is optimal not to insure.

As the function § is continuous, we have §(p*) = 0 and the insuree is indifferent between no insurance
and insurance at the positive indemnity level (p*).

To finish, we will now show that §(p) > 0 when p > p*, leading to the conclusion that it is optimal to
insure at the positive indemnity level I (p). Indeed, for p > p*, we have

(p) = d(p) = d(p*) asé(p”) =0
= U(p.1(p)) =U(p, 1(0*)) + U(p, 1(p")) = Uo(p) = [U (p", L(p")) — Uo(p")] by (4.6)
> U(p, I(p)) = Us(p) = U (" L") + Uo(p*)  as U(p, L(p)) = U (p, L(p")) >0
by definition of the maximizer I(p) and since I(p) > I(p*) >
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since both terms between inner brackets are increments of the increasing function u, where —P(I(p*)) +
I(p*) > 0 (to be seen below) and P(I(p*)) > 0 (because I(p*) > 0). If we had —P(I(p*)) + I(p*) < 0, we
would arrive at the contradiction that 0 = §(p*) = (1—p*) [u( = P(I(p*)) + @) —u(w)] +p*[u(— P(I(p*)) +
I (p*)) —u(0)] < 0 since both terms between brackets are (negative) increments of the increasing function .0

Now, we assume that the insuree has access to a small piece of information concerning her probability
of loss. Once informed, she discovers that the probability ¢ of a loss is either p — ¢ or p + €, where both
possibilities are equally likely and € > 0 is a small positive number. Let v(g) be the utility of the insuree
with beliefs g, once the optimal policy is chosen:

(47) o(q) = max {Uo(a) max U a1}
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As v is the value function in (2.2), the value of information in the decision problem is defined as the expected
utility with the information minus the expected utility absent the information, as in (2.6):

(4.8) Vol(e) = %v(p +e)+ %v(p —e)—v(p) .

Note that VolI(¢) measures the value of information in terms of utility; the equivalent measure in monetary
terms would be —% In(1 — VoI(e)). The following proposition characterizes the value of a small amount of
information, in terms of the agent’s optimal insurance behavior.

PROPOSITION 4.2. Depending on the probability of loss p, the value of information for small € behaves
as follows:
1. In the confident case, for p < p*, Vol(e) =0 for small e,
2. In the undecided case, for p = p*, Vol(e) ~ C*e for a constant C* > 0,
3. In the flexible case, for p > p*, Vol(e) ~ C(p)e? for a constant C(p) > 0.

Proof. The confident and undecided cases are immediate consequences of Theorems 3.2 and 3.4, together

with Proposition 4.1. In the flexible case, the optimal indemnity level is given by I(p) > 0, and the function

I :p*,1] =]0, 400 in (4.5) is differentiable with dl;l;) # 0. The set of optimal actions A*(p) in (2.3) is reduced

to the single point A*(p) = (1 —efR(fP(j(p))jLw)) 1 —eiR(fP(i(p))‘Lj(p)) ) As the curve p €]p*, 1] = A*(p)
has a derivative that never vanishes, we deduce that it is a local diffeomorphism (onto its image in 9A) at p,
and Theorem 3.6 applies. O

The results of Proposition 4.1 are intuitive. First, a small piece of information is valueless if the agent
is not buying insurance. For such agents, a small bit of information does not affect behavior, as even bad
news is not enough to trigger insurance purchase. For an undecided agent who is indifferent between no
insurance and insurance at a positive indemnity level I(p*), a small piece of information is enough to break
the indifference and significantly influences her behavior; this is the situation in which information is the
most valuable. Finally, for an agent who takes a positive level of indemnity, information may affect the
level of indemnity chosen. But, because the change of indemnity level is itself of order €, and the indemnity
level I(p*) is e-optimal at the posterior, the value of information is a second order in ¢.

Figure 2 represents the set A of actions (4.3) to the left, and the corresponding value function v = vy4
in (4.7) to the right. In the representation of A, the horizontal axis corresponds to the payoff without loss,
and the vertical axis to the payoff in case of a loss. The circled dot to the right corresponds to the choice of
no insurance; it maximizes payoff in case of no loss. The thick curve represents the set of payoffs that are
achieved by different coverage levels. Finally, A is the convex hull of this set of points; it appears under the
dashed contour. As seen on the value function graph, for low values of the probability p of loss, the value
function is linear as the insuree chooses not to purchase insurance. At p* (which is approximately 0.334), the
value function exhibits a kink, and the agent is indifferent between no insurance and a positive indemnity
level. Finally, for larger values of p, the value function v is twice continuously differentiable with a positive
second derivative, and the optimal insurance level is a smooth and positive function of the insuree’s belief.

5. The marginal value of information. The question of the marginal value of information is studied
in [32]. They provide joint conditions on a parameterized family of information structures together with
a decision problem such that, when the agent is close to receiving no information at all, the marginal
value of information is null. Their result was subsequently generalized in [15] and [16], where are provided
joint conditions on parameterized information and a decision problem leading to zero marginal value of
information.

In this Section, we show how our bounds on the value of information, obtained in Sect. 3, apply to
the marginal value of information. In Subsect. 5.1, we provide separate conditions on the decision problem
and on the family of parameterized information structures that result in a null value of information. We
then examine, in Subsect. 5.2, several parameterized families of information structures and rely on our main
results to study how the marginal value of information varies depending on the decision problem faced.
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Fic. 2. The action set A on the left and the corresponding value function v =va4 in (4.7) for the insurance example on
the right. Parameter values are a = 0.08, f = 10, w = 1000, R = 10.

5.1. Model and first result. Let (q”)g~o be a family of information structures as in (2.5). As in [32],
we are interested in the so-called marginal value of information:

1
(5.1) V+ =limsup - VoI 4(q?) .
o—0 0

The following proposition is a straightforward consequence of Theorems 3.2 and 3.6.

PROPOSITION 5.1. Assume that
e cither E [d(q?, A5 (p))] = o(h),
e or the decision maker is flexible at prior belief p and E||q® — p||?> = o().
Then the marginal value of information V' = 0.

The first condition is met automatically if E|q’ — p|| = o(f). It is also met if, for instance, A% (p) has a
nonempty interior, and posteriors converge to the prior almost surely.

We now discuss how our approach in Proposition 5.1 compares with the literature. In [32], one finds joint
conditions on the parameterized information structure (q”)g~o and the decision problem at hand, leading to
VT = 0. The second case in Proposition 5.1, when the decision maker is flexible, compares with the original
Radner-Stiglitz assumptions for the smoothness part, but not for the uniqueness of optimal actions. Indeed,
Assumption (A0) in [32] does not require that A*(q?) be a singleton, for all 6.

The authors of [15] make a step towards disentangling conditions on the parameterized information
structure (q?)g~o from conditions on the decision problem that lead to a null marginal value of information.
However, like [32], they make an assumption on how the optimal action varies with information, which makes
the comparison with Proposition 5.1 delicate. In addition, [15] provide sufficient conditions for V't = 0 that
bear on the conditional distribution of the signal knowing the state of nature. Our approach focuses on the
posterior conditional distribution of the state of nature knowing the signal.

The authors of [16] provide separate conditions on the parameterized information structure (q%)y~o and
the decision problem (represented by the action set A) that lead to V™ = 0. Their condition “IIDV=0"
is that limsup,_o $E[lq” — p|| = 0, or, equivalently, E ||q’ — p|| = o(f), which implies the first item of
Proposition 5.1. Thus, this latter proposition implies the main result of [16].

5.2. Examples. Here, we study the marginal value of information for several typical parameterized
information structures. In the first example, information consists on the observation of a Brownian motion
with known variance and a drift that depends on the state of nature. In the second example, information
consists of the observation of a Poisson process whose probability of success depends on the state of nature.
In these two well studied families in the learning literature, the natural parameterization of information is
the length of the interval of time during which observation takes place. In the third example, the agent
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observes a binary signal and the marginal value of information depends on the asymptotic informativeness
of these signals close to the situation without information.

In all three following examples we assume binary states of nature, K = {0,1}, and (by a slight abuse
of notation) the prior belief on the state being 1 is denoted p €]0,1[. We follow the conditions in Sect. 3
under which we established bounds on the value of information, and label as: “confident” the case in which p
lies in the interior of the confidence set A% (p) (in this case, A% (p) is a closed nonempty interval [p;, pj| by
Proposition A.3, and the value function is linear on this range); “undecided” the case in which the decision
problem faced by the decision maker is such that there is indifference between two actions at prior belief p;
“flexible” the case in which the optimal action is a smooth function of the belief in a neighborhood of prior
belief p.

Our aim is to develop estimates of the marginal value of information V* in (5.1). There are three
possibilities: it can be infinite, null, or positive and finite. We denote these three cases by V' = oo, VT =0
and V' ~ 1 respectively.

EXAMPLE 3 (Brownian motion). Frameworks in which agents observe a Brownian motion with known
volatility and unknown drift include [5, 24, 10], as well as reputation models like [19].

Assume the agent observes the realization of a Brownian motion with variance 1 and drift k € {0,1},
namely dZ; = kdt + dBy, for a small interval of time 0 > 0. If we let q* be the posterior belief at time t, it
is well-known? that q' follows a diffusion process of the form dq' = q*(1 — q')dw;, where w is a standard
Browian process. Thus, for small values of 0, we have the estimates

Ela’ —p|~V8o, Elg’ —p|>~6.

It follows from Theorems 3.2-3.6 that the marginal value of information is characterized, depending on the
decision problem, as:

1. In the confident case, VT =0,

2. In the undecided case, V' = oo,

3. In the flexible case, V' ~ 1.

EXAMPLE 4 (Poisson learning). An important class of models of strategic experimentation (see [25])
are those in which the agent’s observations are driven by a Poisson process of unknown intensity. Assume
the agent observes, during a small interval of time 6 > 0, a Poisson process with intensity px, k € {0,1},
where p1 > po > 0. The probability of two successes is negligible compared to the probability of one success
(of order 02 compared to ). A success leads to a posterior that converges from below, as 6 — 0, to

+ Pp1 _

¢ == — > p,
pp1+ (1 —p)po

and happens with probability of order ~ 6. In the absence of success, the posterior belief converges to the
prior belief p as § — 0. As we have seen that the confidence set AS(p) is a closed interval [pl,ph], we note
that [d(qe, A‘A(ﬁ))} ~ 0 ifqt > pp, and E [d(qe, Ai‘(f)))} = 0(0) otherwise. This implies:
1. In the confident case,
(a) V' ~1ifq" > pp,
(b) V¥ =0ifq" <pn.

We also have the estimates
Elq’ —pll~60, E|lq° —plI>~6,

which imply the following estimates on the marginal value of information:
2. In the undecided case, VT ~ 1,
3. In the flexible case, VT ~ 1.

ExaMPLE 5 (Equally likely signals). Here, we consider binary and equally likely signals, which lead to
a “split” of beliefs around the prior belief p. Depending on the precision of these signals as a function of 0,

2See for instance Lemma 1 in [10] or Lemma 2 in [19].
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the posterior beliefs are p = 6% for a certain parameter oo > 0 (lower values of a correspond to more spread
out beliefs around the prior, hence to more accurate information). In this case we easily compute

Ellg” —p| =6, Elq® —p|* =6,

and we observe that E [d(qe, Ai‘(ﬁ)} =0 for 6 small enough. Here again, the marginal value of information
is deduced from Theorems 3.2-3.6:
1. In the confident case, V' =0,
2. In the undecided case,
(a) V=0 ifa<1l,
(b) Vf~lifa=1,
() Vt=0ifa>1,
3. In the flexible case,
(a) V=0 ifa<1/2,
(b) VI ~1lifa=1/2,
() VI =0ifa>1/2.

Table 2 summarizes the marginal value of information in all of our examples.

Marginal value of information V7 || confident | undecided | flexible ||

Brownian 0 00 1
Poisson learning Oor1 1 1
Equally likely signals, oo < 1/2 0 00 00
Equally likely signals, o = 1/2 0 00 1
Equally likely signals, 1/2 < a < 1 0 00 0
Equally likely signals, o = 1 0 1 0
Equally likely signals, o > 1 0 0 0

TABLE 2
Marginal value of information in the different examples. The value 1 represents a positive and finite marginal value of
information.

In all cases except one, the marginal value of information is completely determined by the local behavior
of the value function around the prior. For the Poisson case, the marginal value of information is 0 or
positive, depending on whether the observation of a success is sufficient to lead to a decision reversal.

The marginal value of information is always weakly lower in the flexible case than in the undecided case,
and weakly higher in the undecided case than in other cases. In the confident case, the marginal value of
information is null, except in the Poisson case with g™ > pj. This is driven by the fact that, in all other
cases, posteriors are, with high probability, too close to the prior to lead to a decision reversal. In the
undecided situation, the marginal value of information is always positive or infinite, except for sufficiently
uninformative binary signals (a > 1). Finally, in the flexible case — the most representative of decision
problems with a continuum of actions — the value of information is positive or infinite, except with quite
uninformative binary signals (a > 1/2).

6. Related literature. The value of information in decision problems is a well-studied question in
economics and in statistics. The central work in this area is [8], which defines a source of information «
as more informative than another, 5, whenever all agents, independently of their preferences and decision
problems faced, weakly prefer a to 8. Blackwell [8] characterizes precisely this relationship in the following
terms: « is more informative than g if and only if information from S can be obtained as a garbling of the
information from a.

The requirement that all agents agree on their preferences between two statistical experiments is a strong
one. It implies that this ranking is incomplete, as many such pairs of experiments cannot be ranked according
to this ordering. Some authors have considered subclasses of decision problems in order to obtain rankings
that are more complete than Blackwell’s. For instance, [26], [31] and [2] restrict attention to families of
decision problems that generate monotone decision rules. Focusing on investment decision problems, [12]
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obtains and characterizes a complete ranking of information sources based on a uniform criterion; [13] uses
a duality approach to characterize the value of an information purchase that consists of an information
structure with a price attached to it.

The present work departs from this literature in the sense that we focus on the value of information for
a given agent, instead of trying to measure the value of information independently of the agent. Papers [20]
and [4] characterize the possible preferences for information that any agent can have, letting the decision
problem vary and the agent’s preferences vary.

The question of marginal value of information is studied in [32, 15, 16]. They consider parameterized
information structures, and derive general conditions on the couple consisting of the information structures
and the decision problem under which the marginal value of information close to no information is zero. Our
work contributes to this question by allowing us to derive estimates on the value of information based on
separate conditions on the decision problem and on the information structure. This is the approach we have
taken in Sect. 5. Our contribution considerably opens the spectrum of possibilities for the marginal value of
information, by giving conditions under which it can be infinite, null, or positive and finite.
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Appendix A. Appendix.

A.1. Revisiting the model of Sect. 2. We revisit the model in Sect. 2 with convex analysis tools to
prepare the proofs in Sect. A.3. We recall that A C R¥X in (2.1) is a nonempty, convex and compact subset
of R¥ called the action set, and that we identify the set ¥ of signed measures on K with R¥.

Support function. The support function o4 of the action set A is defined by

(A1) oa(s) =sup(s,a) , VseX.
acA

The value function v4 : A — R in (2.2) is the restriction of 04 to probability distributions A = A(K) C X:

(A2) va(p) =oa(p), VpeA.

It is well-known that o4 is convex (as the supremum of the family of linear maps (-, a) for a € A). As the
action set A is compact, o4 (s) takes finite values, hence its effective domain is ¥, hence o4 is continuous.
(Ezxposed) face. For any signed measure s € X, we let

(A.3) Fa(s) = argmgzc(s ,ay={a€A|Vd €A, (s,d')<(s,a)} C A

be the set of maximizers of a — (s, a) over A. We call Fa(s) the (exposed) face of A in the direction s € X.
As the action set A is convex and compact, the face Fa(s) of A in the direction s is nonempty, for any s € X,
and the face is a subset of the boundary 0A of A: Fa(s) C 0A, Vs € X. We will use the following property:
for any nonempty convex set C' C R¥ and y € RX such that Fg(y) # (), we have

(A.4) oc(W)—ocy) = orow) ¥y —y) = —y.,2/) , W eRF | va'eC.

The set A*(p) of optimal actions under belief p in (2.3) coincides with the (exposed) face F4(p) of A in the
direction p in (A.3):

(A.5) A*(p) = Falp), Vpe A.
Normal cone. For any payoff vector a in A, we define
(A.6) Na(a)={se€X|Vd € A, (s,d')<(s,a)} C .

We call N4(a) the normal cone to the closed convex set A at a € A. Notice that N4(a) is made of signed
measures in ¥, that are not necessarily beliefs. The set A% (a) of beliefs compatible with optimal action a
in (2.4) is related to the normal cone N4(a) at a in (A.6) by:

(A.7) A%(a) =Na(a)NA, YVae A.
14

This manuscript is for review purposes only.



593

594

> Ot

ot Ot Ot Ot
S S

%

610
611
612

613

614
615
616
617
618
619
620
621
622
623
624
625
626
627
628
629
630
631
632
633
634
635
636

Conjugate subsets of actions and beliefs. Exposed face F4 and normal cone N4 are conjugate as follows:
(A.8) se€X and a € Fa(s) < a€ A and s € Ny(a) .

A.2. Background on geometric convex analysis. A nonempty, convex and compact set A C R¥
is called a convex body of R [34, p. §].

Regular points and smooth bodies. We say that a point a € A is smooth or regular [34, p. 83] if the
normal cone Ny (a) in (A.3) is reduced to a half-line. The set of regular points is denoted by reg(A):

(A.9) acreg(Ad) < Fs€ X, s#0, Na(a) =Rys.

Notice that a regular point a necessarily belongs to the boundary 9A of A: reg(A) C JA. The body A is
said to be smooth if all boundary points of A are regular (reg(A) = dA); in that case, it can be shown that
its boundary 9A is a C' submanifold of R¥ [34, Theorem 2.2.4, p. 83].

Spherical image map of A. We denote by SIKI=1 = {s € ¥, |s|| = 1} the unit sphere of the signed
measures ¥ on K (identified with R¥ with its canonical scalar product). By (A.9), we have that a €
reg(A) <= 3Ils € SIKI=1 | N4(a) = Rys. If a point a € A is regular, the unique outer normal unitary
vector to A at a is denoted by na(a), so that Na(a) = Ryna(a). The mapping

(A.10) na :reg(A) — ST where reg(A) C 0A ,
is called the spherical image map of A, or the Gauss map, and is continuous [34, p. 88]. We have
(A.11) a € reg(A) = Na(a) = Rina(a) where n(a) € SEI7L.

Reverse spherical image map of A. We say that a unit signed measure s € SI¥I=1 is regular [34, p. 87]
if the (exposed) face F4(s) of A in the direction s, as defined in (A.3), is reduced to a singleton. The set of
regular unit signed measures is denoted by regn(A):

(A.12) scregn(A) <= se SIKI=1 and Jla e A, Fa(s) = {a} .

|K|-1

For a regular unit signed measure s € S , we denote by fa(s) the unique element of F4(s), so that

Fa(s) ={fa(s)}. The mapping

(A.13) fa:regn(A) — A, where regn(A) c SIKI=1

is called the reverse spherical image map of A, and is continuous [34, p. 88]. We have
(A.14) seregn(A) = Fa(s) ={fa(s)} .

Bodies with C? surface.

PROPOSITION A.1 (Schneider 2014, p. 113). If the body A has boundary A which is a C? submanifold
of RE, then i) all points a € DA are reqular (reg(A) = 0A), ii) the spherical image map na in (A.10) is
defined over the whole boundary A and is of class C*, iii) the spherical image map na has the reverse
spherical image map fa in (A.10) as right inverse, that is, na o fa = Idyegn(a)-

Proof. The first two items can be found in [34, p. 113]. Now, we prove that na o fa = Idegn(a). As
fa : regn(A) — OA by (A.13), and as n4g : A — SIKI=1 by (A.10) since reg(A) = OA, the mapping
nao fa:regn(A) — SIKI=1 is well defined. Let s € regn(A). By (A.14), we have that Fa(s) = {fa(s)} and
by (A.11), we have that Na(fa(s)) = Ryna(fa(s)). From (A.8) — stating that exposed face and normal
cone are conjugate — we deduce that s € Ryna(fa(s)). As s € SII=1 we conclude that s = na(fa(s))
by (A.10). O

Weingarten map. Let a € reg(A) be a regular point, as in (A.9), such that the spherical image map n4
in (A.10) is differentiable at a, with differential denoted by Tgna. The Weingarten map [34, p. 113] Tyna4 :
To0A = T, 4 (a)S IKI=1 Jinearly maps the tangent space T,0A of the boundary A at point a into the tangent
space TnA(a)S‘K‘_l of the sphere SI¥I=1 at n4(a). The eigenvalues of the Weingarten map at a are called
the principal curvatures of A at a [34, p. 114]; they are nonnegative [34, p. 115]. By definition, the body A
has positive curvature at a if all principal curvatures at a are positive or, equivalently, if the Weingarten
map is of maximal rank at a [34, p. 115].
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Reverse Weingarten map. Let s € regn(A4) be a regular unit signed measure such that the reverse
spherical image map f4 in (A.13) is differentiable at s, with differential denoted by Tsfa. The reverse
Weingarten map

(A.15) Tofa: TSI = Ty, (5)0A

maps the tangent space TsS!'I=1 of the sphere SI¥I=1 at s into the tangent space Ty, (s)0A of the bound-
ary 0A at point fa(s). The eigenvalues of the reverse Weingarten map at s are called the principal radii of
curvature of A at s.

A.3. Proofs of the results in Sect. 3. Using the relations (A.5) and (A.7), we express the proofs of
the results in Sect. 3 in terms of the sets F4(p) in (2.1) and Na(a) in (A.6) (in the set 3 of signed measures),
instead of A*(p) in (2.3) and A% (a) in (2.4) (in the set A of probability measures).

Value of information. We have seen in (A.2) that the value function v4 : A — R in (2.2) is the restriction
of the support function o4 to beliefs in A. By definition (2.6) of the value of information, we deduce that,
for any information structure q as in (2.5), we have:

(A.16) Vol4(q) =E [oa(q) —oa(p)] -
LEMMA A.2. Let us introduce, for all g € A,

(A.17a) oh(q) =oalq) —oa(p) + o_a+p)(q—D) ,
(A.17b) ©a(q) =0a(q) —0a(P) —oa (g —D) -

Then, for any information structure q and for any a € A, we have that

(A.18a) E {(pi(q)} =K [UA(q) —0a(p) +o_arp(a— ﬁ)}
(A.18b) > Vola(q) =E [oa(q) —0a(p) — (a—p,a)]
(A.18¢) >E [oA(q) —oa(p) —oap)(a— ﬁ)} =E [soz(q)] :
Proof. By (A.17), we have, for all ¢ € A,
(A.192) ¢h(a) =0a(q) —0a(P) +0_a) (¢ — D)
(A.19Db) = sup (UA(q) —oa(p) —{¢—p, a>)
a€A*(p)
(A.19¢) >o0a(q) —oa(P) —{g—p,a) , Ya€ A*(p)
(A.194d) > aeiz?*f(ﬁ) (UA(Q) —oa(p) —(¢—p, a})
(A.19) =0a(q) —0a(p) —oa-p)(qa —DP) = 4 (q) -

By taking the expectation, we obtain (A.18), using (A.16) and the property that E [q — p] =0 in (2.5). O

Confidence set and indifference kernel. We start by providing characterizations of the confidence set
A% (p) in (3.1) and of the indifference kernel 31, (p) in (3.5), in terms of Fa(p) in (A.3) and Na(a) in (A.6).

PROPOSITION A.3.
1. The confidence set A5 (P) of (3.1) is the nonempty closed and convex set

(A.20) A5E) = () M@= [) Na@na.

a€A*(p) a€Fa (D)

2. Let p € A. We have that

(A.21a) p € AL(P) <= Fa(p) C Fa(p)
16
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676 (A.21Db) < oalp)—0a(@) —(p—D,a) =0, Va € Fu(p)

678 (A.21c) < 0a(p) —0a(D) +o_a (P —P) =0.
679
680 3. The indifference kernel ¥ (p) of (3.5) is the vector subspace
681 24(p) = [Fa(®) = Fa@)]" = [A"(0) - A" (0)]" =[] Nra(@)
a€Fa(p)
682 Proof.
683 1. Express (3.1) using (A.7).
684 2. We prove the three equivalences in (A.21).
685 (a) Let p € A. Using the property (A.8) that exposed face F4 and normal cone N4 are conjugate,
686 we obtain: p € A% (p) < p¢€ ﬂ Na(a) by (A.20)
a€Fa(p)
88% <:)a€FA(p), VaEFA(ﬁ) by(A.8) <:>FA()CFA()
689 (b) Let p € A. We have that
690 oa(p) —oa(p) = (p—p,a) =0, Va € Fa(p)
885 <:>O'A(p):<p=a> ) VGGFA(ﬁ)
because o4 (p) = (p,a) for any a & FA(p), since Fa(p) is the set A*(p) of optimal actions under
693 prior belief p by (2.3) and (A.3)
694 (by definition (A.6) of N4(a)) = pe m Ny(a)
a€Fa(p)
695 e>pe (] Nala)nA=A%(p) by (A.20).
696 a€Fa(p)
697 (c) For any a € A, we define the function
698 (A.22) va(q) = 0alq) —oalp) = (g —p,a) , Vg A.
699 By (A.4) and (A.21b), we have that
700 (A.23a) Va e Fa(p), Vge A, ¢u(q) >0,
76 (A-23b) Va € Fa(p), Ya € A4(p), ¢alg) =0
703 Let p € A. Using (A.23a), we deduce from (A.21b) and from the compacity of F4(p) that
704 p € AY(P) <= infoer,(p) (O’A(p) —oa(p) — (p —p,a)) = 0. We conclude with (A.19d)-
705 (A.19¢).
706 3. Express (3.5) using (A.5). Then, use the definition of Ng, ) (a) in (A.6).
707 This ends the proof. O
708 A.3.1. Valuable information.
709 Proof of Proposition 3.1. Let a € F4(p) and q be an information structure as in (2.5). We have that
710 VoIa(q) =0 <= E [oa(q) —ca(p)]=0 by (A.16)
711 <= Eoa(q) —0a(p) —(a—p,a)] =0, as E[q—p]=0
(because o4(q) —oa(p) —{(q—p,a) > 0 by (A.4) since a € Fa(p))
712 <= o04(q)—0a(@)—{(q—p,a)=0, P—as.
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(because 04(p) = (p,a) since a € Fa(p)) <= oa(q)={(q,a), P—as.

< P{a€ Fa(q)} =1

< P{(q,d —a) <0, Va' € A} =1.
Let ' C Fa(p) be a dense subset of the compact Fa(p) of RE. We immediately get from the last
equality that VoIa(q) = 0 = P{(q,a' —a) <0, Vo' € A, Vae F} = 1. As the set {a € Fa(p) |
(@, —a) <0, Va’ € A} is closed (for any outcome in the underlying sample space ), we get that
{{a,d—a) <0, Va' €A, Vae F} C {(q,d'—a)<0, Vo' € A, Ya€ F}. We deduce from the last
equality that VoI(q) = 0 = P{(q,a’ —a) <0, Va' €A, VacF} = 1. Now, since F = Fa(p), we
finally get that VoIa(q) =0=P{(q,a' —a) <0, Vd' € A, Va € Fa(p)} = 1. In other words, we have
obtained that, by definition (A.6) of the normal cone N4(a): Vola(q) =0=q € (\,cp,p Nala), P—as.
Since q € A, we conclude by (A.20) that

Vola(q)=0=q€ ()| Nala = N A* = AS(p) .
a€F4(p) a€A*(p

Revisiting the proof backward, or using (A.21b), we easily see that q € A (p) , P —a.s. = Vola(q) = 0.
This ends the proof. O

Proof of Theorem 3.2. Let q be an information structure as in (2.5).

First, we show the upper estimate C4Ed(q, A% (p)) > Vola(q) in (3.4). For this purpose, we consider
a € A and we show that the function ¢, in (A.22) is such that

(A.26) ¢a(q) < sup |la—d|| inf |p—ql.
a’'€A PEAS (P)

Indeed, we have that, for any p € A (p),

©a(q) = ¢a(q) — pa(p) by (A.23b) since p € A% (p)
=0a(q) —oa(p) —{(¢g—p,a) by (A.22)
=04-a(q) —0a—a(p) by (A.1)
< s allxllp =gl by (A1) = sup fla—a’|l x[lp—gf

a’ —a

By taking the infimum with respect to all p € A% (p), we obtain (A.26). Then, we deduce that
Vol4(q) =E [pa(q)] , Va € A by (A.18b)

= inf E [p, < inf sup |la —a’ XE[ inf — ]b A.26).
B0 E [pafa)] < ot swp o= o B[ inf I~ al] by (120

With C'4 = infaeasup,ieq |la — d'|| and (3.3), this gives the upper estimate C4E d(q, Aféx(ﬁ)) > Vol,(q)
n (3.4).

Second, we show the lower estimate Vola(q) > cp a.P{q ¢ A _(p)} in (3.4). We consider an open
subset Q of A that contains the confidence set A (p), that is, A% (p) C Q. By Lemma A.4 right below,
there exists an a € F4(p) such that the continuous functlon e in (A 22) is strictly positive on AS (p)°. As
Q° C A (p)° and Q° is a closed subset of the compact A, we can define ¢ 4 = inf,zg . (p) > 0. We deduce
that

Vols(q) =E [p.(q)] by (A.18b)
=E {heA;@)%( ) + 1ggac, () ¥ala )}
—F [10@0 ) ¢a(@)] by (A.23D)

> E [1qgopa(a)] = E [1qgocp.a] = c5aP{a & Q} .

With Q@ = AY _(p), we put 5.4, = infpgns (5) Pa(p) > 0.
This ends the proof. O
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LEMMA A.4. There exists at least one a € Fa(p) such that the function p, in (A.22) is strictly positive
on the complementary set A4 (P)©.

Proof. We consider two cases, depending whether F4(p) is a singleton or not.

Suppose that F4(p) is a singleton {a}. By (A.21b), we have that ¢ & A% (p) < ¢a(q) > 0.

Suppose that F4(p) is a not singleton. Recall that the affine hull aff(S) of a subset S of R¥ is the
intersection of all affine manifolds containing S, and that the relative interior ri(C) of a nonempty convex
set C C R¥ is the nonempty interior of C for the topology relative to the affine hull aff(C) [22, p. 103].
We prove that any a € ri (FA(q)) answers the question. Let a € ri (FA(q)) be fixed. For any g ¢ A% (D),
by (A.21a) we have that F4(p) ¢ Fa(q). Therefore, there exists @ € F4(p) such that @ ¢ F4(q), that is, such
that o4(q) > (¢,a). As a € 1i (Fa(q)), there exists a’ € ri (Fa(q)) such that a = Aa’ + (1 — A)a for a certain
A €]0,1]. Since UA(q) (q,ad) (by definition (A.1) of 04) and c4(q) > {(q,a) (as a € Fa(q)), we deduce
that o4(q) = Aoa(q) + (1 = XN)oa(q) > MNq,a’) + (1 — A){(q,a) = (g,a), where we used the property that
A €]0,1[. Using the definition (A.22) of the function ¢,, we have obtained that ¢ ¢ A% (p) = ¢a(g) > 0.

This ends the proof. O

A.3.2. Undecided.

Proof of Theorem 3./. We prove the three inequalities in (3.6).

I). We prove the upper inequality C4E ||q — p|| > VolI4(q) in (3.6).

By definition (A.1) of a support function, we have that o4(-) < ||A|| x || - ||, where ||A|| = sup{||a||, a €
A} < +00. Thus C4 = || 4] in the left hand side inequality in (3.6)

II). We prove the middle inequality VoIa(q) > Vol 4«(;)(q) in (3.6).

For all s € 3, we have that

(A.30a) o4(s) —0a(p) >0, (5)(s — D) by (A.4) since Fa(p) # 0
(A.30D) =(s—p,a) , Ya € Fa(p) by definition of o, (5
(A.30c) =0p,(5)(8) — 0p, () (P) by definition of op, (5).

By taking the expectation E, we obtain that

(A.31a) VolL(q) =E [0.4(q) — oa(p)] by (2.6) and (A.2)
(A.31b) >E [UFA@) (q—[))} by (A.30a)
(A.31c) =E |05, (5 (q) — 0ry 5 (D)] by (A.30c)

=Volp,; (q) by (2.6) and (A.2).

This ends the proof of the middle inequality.

IIT). We prove the right hand side inequality VoL« (5 (q) = E [l — pl[s;, () in (3.6).

Let n be the dimension of the affine hull aff (Fa(p)) of Fa(p), and let ai,...,a, be n actions in F4(p)
that generate aff (Fa(p)). We put

(A.32) T ={a1,...,a,} C Fa(p) so that aff (Fa(p)) = aff{a1,...,a,} = aff(T) .

We will now show that || - [|5; (5 = Lor_7(-) is a seminorm with kernel (F4(p) — Fa(p))* that satisfies the
right hand side inequality in (3.6).

First, the support function op_7 is a seminorm with kernel (7' — T)*, as easily seen. Now, we also
easily see that, for any subset S C R¥, one has (S — 9)* = (aff(S — S’))l = (aff(9) — aff(S))L. Using
these equalities with S = T and S = Fa(p), we deduce that (T — T)+ = (Fa(p) — FA( p))*, since aff(T) =
aff (Fa(p)) by (A.32). Second, we show that the right hand side inequality in (3.6) is satlsﬁed. We have

Vola(q) > E [op, () (q—p)] by (A.31D)

(because T' C F4(p) and support functions (A.1) are monotone with respect to set inclusion)
> E [or(qa—p)]
19
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=E [or(q—p)—{(q—p,a)] , Ya € A because E [(q —p,a)] =0.
E

[or—a(la—p)] , Ya € A because o7 = 014 {_q} = 0T + 0f_qa}-

Indeed, support functions transform a Minkowski sum of sets into a sum of support functions [22, p. 226].
Using again this property, we obtain that VoI4(q) > 13" E [o7_4,(q—p)] = LE [UZ’{;l(T*ai)(q -p)].
Now, as T' = {a1,...,an}, it is easy to see that the sum > ! (T — a;) contains any element of the form
ar—a; = (a1—a1)+- -+ (a1 —aj—1)+(ar —a;) + (@141 —ai41)+- -+ (an—ay) € Z?:l(T—ai). As support
functions are monotone with respect to set inclusion, we deduce that oS (T—ai) 2 Ofag—apkl=1,...n} =
or—r and that VoIa(q) > +E [0(a, oy ki=1,..n}(a = D)] = +E [or-7(a - p)] = Ella — pllsi, (5)-

This ends the proof. O

A.3.3. Flexible.

Proof of Proposition 3.5. All the reminders on geometric convex analysis in Sect. A.2 were done with
outer normal vectors belonging to the unit sphere of signed measures. Now, as we work with beliefs —
positive measures of mass 1 — we are going to adapt these concepts. We consider the diffeomorphism

(s, 1)

(A.34) V:S|K|7lﬁRf—>A, s+

that maps unit positive measures into probability measures, with inverse v~ : A — SIEIZINRE | p ﬁ.

Since, by assumption, the action set A has boundary A which is a C? submanifold of R¥, we know by
Proposition A.1 that the spherical image map n4 : A — SEI=1 in (A.10) is well defined, is of class C', and
has for right inverse the reverse spherical image map fa : regn(A) — dA in (A.13), that is, naofa = Id;egn(a)-

The set of relevant regular points is the subset of the set reg(A) of regular points defined by

(A.35) acregt(A) <= Ipe A, Nala) =Ryp.

For a regular action a € regt(A), there is only one probability p € A such that Na(a) = Ryp, and it is
p = v(na(a)). We have a € reg"(A) = Na(a) = Ryv(na(a)) where v(na(a)) € A. The set of regular

probabilities is regn™(A) = (Rjregn(A)) N A. For a regular probability p € regn™t(A), there is only one

action a € OA such that Fa(p) = {a}, and it is a = fa(v~*(p)). Indeed, by definition (A.3) of the (exposed)
face, we have that Fa(As) = Fa(s), VA€ RY , Vs € ¥, s#0. Therefore, we have that

(A.36) p €regnt (A) = Fa(p) = {fa (V_l(p))} )

The following mappings are well defined: vomn, : regt(A4) — A and faov~!:regnt(A4) — dA, and we have
that (vona)o (faor ™) =Idegn+(a)-
o Item 2 = Item 1.
Suppose that the face F4(p) is a singleton {a*} and the curvature of the boundary dA of payoffs
at a' is positive. Since, by assumption, the action set A has boundary dA which is a C? submanifold
of R¥, we know that the spherical image map n4 in (A.10) is defined over the whole boundary 9A
and is of class C', and its differential is the Weingarten map. As the curvature of the boundary 9 A of
payoffs at a is positive, the Weingarten map T,:n 4 is of maximal rank at a* [34, p. 115]. Therefore,
by the inverse function theorem, there exists an open neighborhood A of a* in A such that n4(A)
is an open neighborhood of n 4 (aﬂ) in SI1=1 and such that the restriction n4 : A — n4(A) of the
spherical image map in (A.10) is a diffeomorphism. By item iii) in Proposition A.1, we have that
na (aﬁ) = ﬁ and the local inverse coincides with the restriction fa : na(A) — A of the reverse
spherical image map in (A.13). As na(A) is an open neighborhood of II%H in SIKI=1 and as the

prior belief p has full support, we deduce that V(n A(A)) is an open neighborhood of p in A, where
the diffeomorphism v is defined in (A.34). We easily deduce that f4 o v~ : v(na(A)) — Ais a
diffeomorphism. By (A.36), we conclude that f4 o v~! is the restriction of the set-valued mapping
Fr: A=A p— Fa(p) in (3.7).
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o Item 1 = Item 3.
Suppose that the set-valued mapping F4 : A = A, p — Fa(p) in (3.7) is a local diffeomorphism at p.
By definition (A.12) of the set of regular unit signed measures, there exists an open neighborhood IT
of p in A such that IT C regn*(A), where the set of relevant regular points is defined in (A.35). In
addition, the mapping fa ov™!: 11 = f4u (V_l(H)) is a diffeomorphism.
As Fa(p) = {fa(v(p))}, for all beliefs p € II, we know that the support function o 4 is differentiable
and that its gradient is V,04 = fa (V_l(p)) [22, p. 251]. As faov~!is a local diffeomorphism at p,
and as the mapping v in (A.34) is a diffeomorphism, we deduce that the support function o4 is
twice differentiable with Hessian having full rank. As the value function v4 is the restriction of o4
to A, we conclude that vy is twice differentiable at p and the Hessian is positive definite.

o Item 3 = Item 2.
Suppose that the value function v4 is twice differentiable at p and the Hessian is positive definite.
On the one hand, as the prior p has full support, there exists an open neighborhood IT of p in A
such that v, is differentiable on II. On the other hand, as the support function o4 is positively
homogeneous, and by (A.2), we have that

(A.37) oa(s) =(s,1) x (vaov)(s), Vs € SIKIZLARK

Therefore, as the mapping v in (A.34) is a diffeomorphism, the support function o4 is differentiable

on the open neighborhood v~1(I1) of v~ 1(p) = ﬁ in SIKI-1 O RE.

Since, on the one hand, a convex function with effective domain R¥ is differentiable at s if and only
if the subdifferential at s is a singleton [22, p. 251], and, on the other hand, the face Fa(s) is the
subdifferential at s of the support function o4 [22, p. 258], we conclude that the face Fa(s) of A in
the direction s € v~1(Il) is a singleton.

Therefore, by definition (A.12) of the set of regular unit signed measures, we have that v~1(II) C
regn(A). In addition, the restriction fa : v~ *(II) — fa(v~*(II)) of the reverse spherical image map
in (A.13) is well defined, and we have that Vsoa = fa(s), Vs € v~1(II). Therefore, the mapping
fa v 11D — fa(v~1 (L)) is differentiable at v~ (p) = ﬁ, and has full rank. Indeed, o4 is twice
differentiable at v~1(p) = ﬁ, and the Hessian is positive definite. This comes from (A.37), where
the mapping v in (A.34) is a C°° diffeomorphism and the value function v,4 is twice differentiable
at p with positive definite Hessian.

As f4 is is differentiable at ﬁ and has full rank, the reverse Weingarten map Tsf4 in (A.15) is
P

well defined and has full rank. Therefore, the principal radii of curvature of A at ol
Letting af = fA(ﬁ), we conclude that Fa(p) = {a*} and that the curvature of the boundary 9A
of payoffs at af is positive.

This ends the proof. O

are positive.

Proof of Theorem 3.6. We suppose that the value function v, in (2.2) is twice differentiable at p, with
positive definite Hessian. We denote F4(p) = {a*}.
va(p)—va(p)—(p—p,a")

lp—pl12

g is continuous on A\{p}, and also at p since the value function v, is twice differentiable at p. In addition,
g(p) > 0 since the Hessian of v at p is positive definite. We have g > 0 on A\{p}, because Fa(p) = {a*} is
the subdifferential at p of the support function o4, and by (A.2). We now prove by contradiction that g > 0.
If there existed a belief p # p such that g(p) = 0, we would have v (p) —va (D) — <p -p, aﬁ> = 0; this equality
would then hold true over the whole segment [p, p], and we would conclude that the second derivative of v
at p along the (nonzero) direction p— p would be zero; this would contradict the assumption that the Hessian
of va at p is positive definite. Therefore, we conclude that g > 0. Second, letting C5 4 > 0 and cz4 > 0
be the maximum and the minimum of the function g > 0 on the compact set A, we easily deduce (3.8)
from (2.6).

This ends the proof. O

First, we show that the function g(p) = is continuous and positive on A. Indeed,
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