On some functionals of the first passage times in jump models of stochastic volatility
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We compute some functionals related to the generalised joint Laplace transforms of the first times at which two-dimensional jump processes exit half strips. It is assumed that the state space components are driven by Cox processes with both independent and common (positive) exponential jump components. The method of proof is based on the solutions of the equivalent partial integro-differential boundary-value problems for the associated value functions. The results are illustrated on several two-dimensional jump models of stochastic volatility which are based on non-affine analogues of certain mean-reverting or diverting diffusion processes representing closed-form solutions of the appropriate stochastic differential equations.

1. Introduction

The main aim of this paper is to derive closed-form expressions for the functionals in (2.9)-(2.10) of the first passage times of the two-dimensional jump process \((S, Q)\) defined in (2.1)-(2.2). These functionals are related to the associated joint generalised Laplace transforms of the first times at which the continuous-time Markov process \((S, Q)\) exits certain regions forming half strips. It is assumed that the stochastic differential equations in (2.1)-(2.2) for \((S, Q)\) are driven by Cox processes with both independent and common (positive) exponentially distributed jump sizes. Note that the processes of such type can be used for the description of dynamics of the risky asset prices with stochastic volatility rates which play a central role in the modelling of financial assets (see, e.g. Fouque et al. [14], Kallsen [29], and Gatheral [23] for an overview). The consideration of driving Cox processes for the risky asset prices and stochastic volatility rates represents a general feature for the related modern mathematical
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theory. The resulting closed-form expressions for these functionals can be used for calibration of the parameters of the models of financial markets with stochastic volatility. We study the case in which the equation in (2.2) for the mean-reverting or diverting component $Q$ can be either solved explicitly or reduced to the associated ordinary differential equation, by means of an appropriate integrating factor process. Stochastic differential equations of such type were considered by Gard [22; Chapter IV] and Øksendal [37; Chapter V] for diffusion processes, and then in [15] and [20] for their jump analogues. İyigünler et al. [26] show the tractability of the resulting analytic solutions of such so-called solvable stochastic differential equations, by means of the analysis of the accuracy of numerical approximations obtained from the appropriate discretisation schemes.

Optimal stopping problems for some mean-reverting and diverting jump processes have been extensively studied in the literature. Davis [8], Peskir and Shiryaev [41]-[42], and Dayanik and Sezer [10]-[11] among others solved optimal stopping problems for such processes arising from the quickest detection of the change points in distributions of the associated discontinuous observable processes (see also [16]-[17]). Mordecki [35]-[36], Kou [30], and Kou and Wang [32] among others solved discounted optimal stopping problems for certain payoff functions depending on the current values of geometric compound Poisson processes with multi-exponential jumps and their various extensions, with the aim of computing rational values for the perpetual American options. Such jump models are widely applied for the description of the dynamics of risky asset prices in financial markets because of their analytical tractability and the property to reproduce the leptokurtic character of the returns distributions. The main feature of these optimal stopping problems and their equivalent free boundary problems was the breakdown of the smooth-fit conditions for the value functions at the stopping boundaries and their replacement by the continuous-fit conditions. Asmussen et al. [3] obtained explicit expressions for the values of the Laplace transforms of the first passage times of more general phase-type Lévy processes over constant boundaries, by means of the Wiener-Hopf factorisation techniques.

Hadjiev [24] studied the problem of computation of the Laplace transforms of the first passage times to upper levels for generalised Ornstein-Uhlenbeck processes with non-positive jumps. Some explicit expressions were obtained for the value functions of the Laplace transforms in a special case of background driving pure jump processes including stable processes. The joint distribution law of the first hitting times of constant boundaries for two constantly correlated drifted Brownian motions was obtained by Iyengar [25]. Analytic expressions for the Laplace transforms of the first passage times of compound Poisson processes over linear boundaries were derived by Zacks et al. [45] in the positive jumps case, and by Perry et al. [38]-[39] in certain cases of positive and negative jumps. Perry et al. [40] and Bo et al. [7] studied the distribution properties of the first rendezvous times of compound Poisson-type processes with Brownian motions and (reflected) Ornstein-Uhlenbeck processes, respectively. Kou and Wang [31] and Sepp [44] obtained closed-form expressions for the Laplace transforms of the first passage times over constant boundaries for double-exponential jump-diffusion processes. Other related stopping problems arising from the computation of the Laplace transforms of the first passage times over constant levels were recently considered by Mijatović and Pistorius [34] for more complicated spectrally positive and negative Lévy processes. Fernandez et al. [13] developed Monte Carlo schemes for the computation of the distribution of the first exit times of jump-diffusion processes from two-sided intervals in the general size distribution case.

The Laplace transforms of the first exit times from connected intervals were recently com-
puted in [21] for mean-reverting and diverting one-dimensional jump-diffusion processes driven by compound Possion processes with multi-exponential jumps. In the present paper, we derive closed-form expressions for the functionals related to the generalised joint Laplace transforms of the first passage times as stopping problems for a class of two-dimensional jump processes. The latter includes non-affine pure jump analogues of certain mean-reverting and diverting diffusions studied in [20] as the state space components. Aiming to obtain closed-form expressions for the functionals, we assume that the considered jump processes are driven by compound Poisson processes with (positive) exponentially distributed jumps. The same functionals related to the generalised Laplace transforms of the first exit times from half strips were computed in [18] in parallel for a two-dimensional continuous diffusion-type processes with switching coefficients.

It is known that optimal stopping problems for multi-dimensional continuous-time Markov processes are analytically more difficult than the problems for the one-dimensional ones and the solutions of the former are rarely found explicitly. Bayraktar and Poor [6], Bayraktar et al. [5], and Dayanik et al. [9] studied some necessarily multi-dimensional optimal stopping problems arising mostly from the problems of quickest change-point detection for discontinuous Poisson processes and mixed jump-diffusion processes with mean-reverting components. Some analytical results for essentially two-dimensional optimal stopping problems were recently obtained by Gapeev and Shiryaev [19], Johnson and Peskir [28], and Assing et al. [4] in the case of purely continuous diffusion processes. In the present paper, we obtain closed-form solutions to the integro-differential boundary-value problems which are equivalent to the original stopping problems in two-dimensional jump models of stochastic volatility. The exponential distribution of the jumps of the driving compound Poisson processes yields remarkable analytic properties of the value functions of the Laplace transforms at the exit boundaries as well as at the mean-reverting and diverting levels in an explicit form. The consideration of the cases in which the mean-reverting or diverting processes contain jumps directed towards the hitting boundaries may lead to the appearance of singularity points in the associated integro-differential operators. These properties can be considered as complements to the breakdown of the smooth-fit principle and its replacement of the principle of continuous fit which was earlier observed in Peskir and Shiryaev [41]-[42] (see also Alili and Kyprianou [2] for necessary and sufficient conditions for the occurrence of smooth-fit condition and references to the related literature).

The paper is organised as follows. In Section 2, we first introduce the setting and notation of the model with a two-dimensional jump process which has the price of a risky asset and the mean-reverting or diverting volatility rate as the state space components. It is assumed that the driving Cox processes have both independent and common single (positive) exponential jump components. We define the functionals related to the generalised joint Laplace transforms of the first exit times from half strips of the two-dimensional jump process and formulate the equivalent boundary-value problem for a partial integro-differential operator. In Section 3, we obtain a closed-form solution to the partial integro-differential boundary-value problem and show that the value function represents the product of solutions of the associated ordinary problems. We derive explicit expressions for the considered functionals in several models based on pure jump analogues of certain continuous diffusion processes solving the appropriate stochastic differential equations. In Section 4, we show that the solutions to the boundary-value problems provide the original functionals of the first exit times.
2 Preliminaries

In this section, we introduce the setting and notation in the problem of computation of some functionals related to the generalised joint Laplace transforms of the first exit times in jump models of stochastic volatility and formulate the associated boundary-value problems.

2.1 The model. Let us consider a probability space $(\Omega, \mathcal{F}, P)$ supporting the processes $X^j = (X^j_t)_{t \geq 0}, j = 1, 2, 3$, defined by $X^j_t = \sum_{m=1}^{N^j_t} Z^j_m$, where $N^j_t = (N^j_t)_{t \geq 0}, j = 1, 2, 3$, which are independent Poisson processes of intensity $\lambda^j \geq 0$, and $(Z^j_m)_{m \in \mathbb{N}}, j = 1, 2, 3$, are independent exponentially distributed random variables with probability density functions $p^j(z) = \alpha^j e^{-\alpha^j z}$, for all $z > 0$ and some $\alpha^j > 1, j = 1, 2, 3$, fixed. Assume that there exists a process $(S, Q) = (S_t, Q_t)_{t \geq 0}$ which provides a (pathwise) unique solution of the system of stochastic differential equations

\[
\begin{align*}
    dS_t &= S_t \delta \sigma^2(Q_t) \, dt + S_t \sum_{j=1}^{2} \int (e^x - 1) (\mu^j - \nu^j)(dt, dx) \quad (S_0 = s) \quad (2.1) \\
    dQ_t &= \beta(Q_t) \, dt + Q_t \sum_{j=2}^{3} \int (e^x - 1) (\mu^j - \nu^j)(dt, dx) \quad (Q_0 = q),
\end{align*}
\]

for some $s, q > 0$ fixed, where $\delta \in \mathbb{R}$ is a constant, and $\beta(q) \in \mathbb{R}$ and $\sigma(q) > 0$ are continuously differentiable functions of at most linear growth on $(0, \infty)$ (see, e.g. [33; Chapter IV, Theorem 4.6] and [27; Chapter III, Theorem 2.32] for the existence and uniqueness of solutions of such stochastic differential equations). Here $\mu^j(dt, dx)$ is the measure of jumps of the process $Y^j = (Y^j_t)_{t \geq 0}$ defined by $Y^j_t = X^j_{A_t}$, for $j = 1, 2$, and $Y^3_t = X^3_{A_t}$, where the process $A = (A_t)_{t \geq 0}$ is given by

\[
    A_t = \int_0^t \sigma^2(Q_u) \, du, \quad (2.3)
\]

for all $t \geq 0$. Then, the compensator of $\mu^j(dt, dx)$ with respect to the probability measure $P$ takes the form of $\nu^j(dt, dx) = \lambda^j \sigma^2(Q_t \cdot) \alpha^j e^{-\alpha^j x} I(x > 0) dt dx$, for $j = 1, 2$, and $\nu^3(dt, dx) = \lambda^3 \sigma^3 e^{-\alpha^3 x} I(x > 0) dt dx$, respectively (see, e.g. [27; Chapter II, Section 1] for the definitions of these concepts), where $I(\cdot)$ denotes the indicator function. In this case, $Y^j, j = 1, 2$, represent Cox processes of random intensity $\lambda^j \sigma^2(Q_\cdot)$, while $Y^3 = X^3$ is a compound Poisson process of intensity $\lambda^3$ and exponentially distributed with parameter $\alpha^3$ jump sizes $Z^m_m, m \in \mathbb{N}$.

Observe that the process $S$ solving the equation in (2.1) admits the representation

\[
    S_t = s \exp \left( \int_0^t \delta \sigma^2(Q_u) \, du - \sum_{j=1}^{2} \int_0^t (e^x - 1) \nu^j(dt, dx) + \sum_{j=1}^{2} \int_0^t x \mu^j(dt, dx) \right), \quad (2.4)
\]

for all $t \geq 0$. Note that the process $Q$ forms a one-dimensional (strong) Markov jump-diffusion process, while $(S, Q)$ provides a two-dimensional Markov jump-diffusion process. Without loss of generality and in view of the nature of the problems as well as the examples considered below, we can further assume that the state space of the process $Q$ is $(0, \infty)$, so that the state
space of the process \((S, Q)\) is \((0, \infty)^2\). In this case, the process \(S\) can describe the price of a risky asset on a financial market, and \(Q\) can represent its volatility rate. Let us finally define the associated with the processes \(S\) and \(Q\) first passage (stopping) times

\[
\tau_a^- = \inf\{t \geq 0 \mid S_t \leq a\} \quad \text{and} \quad \tau_b^+ = \inf\{t \geq 0 \mid S_t \geq b\}
\]

(2.5)
as well as

\[
\zeta_g^- = \inf\{t \geq 0 \mid Q_t \leq g\} \quad \text{and} \quad \zeta_h^+ = \inf\{t \geq 0 \mid Q_t \geq h\},
\]

(2.6)
for some \(0 < a < b < \infty\) and \(0 \leq g < h < \infty\) fixed. The main aim in the present paper is to derive closed form expressions for some functionals related to the generalised joint Laplace transforms of the random times \(\tau_a^-, \tau_b^+\) and \(\zeta_g^-, \zeta_h^+\).

### 2.2 Formulation of the problem.

In order to formulate the problem of computation of the modified generalised joint Laplace transforms of the random times \(\tau_a^-, \tau_b^+\) and \(\zeta_g^-, \zeta_h^+\), let us assume that the condition

\[
E \left[ \exp \left( \int_0^{\tau_a^+ \wedge \zeta_h^+} \left| e^{x^2 - 1} \lambda_2 \sigma^2(Q_u) \alpha_2 e^{-\alpha x^2} dx du \right| \right) \right] < \infty
\]

(2.7)
holds, for all \(t \geq 0\), where \(\theta_i\), \(i = 1, 2\), are some constants which are specified below. In this case, the processes \((\tilde{M}_t^i)_{t \geq 0}\), \(i = 1, 2\), with

\[
\tilde{M}_t^i = \exp \left( \int_0^t \int_0^\infty \theta_i \mu_2(du, dx) - \int_0^t \int_0^\infty \left( e^{x^2 - 1} \lambda_2 \sigma^2(Q_u) \alpha_2 e^{-\alpha x^2} dx du \right) \right)
\]

are uniformly integrable martingales. It thus follows from [43; Appendix, Theorem 6.1] that the probability measures \(\tilde{P}^i, i = 1, 2\), defined by

\[
\frac{d\tilde{P}^i}{dP} \bigg|_{\mathcal{F}_{t \wedge \tau_a^+ \wedge \zeta_h^+}} = \tilde{M}_t^i \bigg|_{\mathcal{F}_{t \wedge \tau_a^+ \wedge \zeta_h^+}},
\]

(2.8)
for all \(t \geq 0\), are locally equivalent to \(P\) on the natural filtration \((\mathcal{F}_{t \wedge \tau_a^+ \wedge \zeta_h^+})_{t \geq 0}\) generated by the driving processes \(Y_j\), \(j = 1, 2, 3\).

By applying the change-of-measure arguments, let us now define the functionals \(V_1^*(a; g, h)\) and \(V_2^*(b; g, h)\) by

\[
V_1^*(a; g, h) = E \left[ e^{-(\eta + x)A_a^-} \frac{\tilde{M}_1^a}{(\frac{\tilde{M}_1^a}{\tilde{M}_1^a})} \right] e^{-(A_{g^-} - A_a^-)} I(\tau_a^- < \zeta_h^+ < \zeta_g^-)
\]

(2.9)

\[
+ e^{-(\eta + x)A_a^-} e^{-(A_{g^-} - A_a^-)} I(\zeta_h^+ < \zeta_g^- \leq \tau_a^- < \infty)
\]

\[
= E \left[ e^{-(\eta + x)A_a^-} \left( e^{-(A_{g^-} - A_a^-)} \mid F_{\tau_a^-} \right) \right] I(\tau_a^- < \zeta_h^+ < \zeta_g^-)
\]

\[
+ e^{-(\eta + x)A_a^-} E \left[ e^{-(A_{g^-} - A_a^-)} \mid F_{\zeta_h^+} \right] I(\zeta_h^+ < \zeta_g^- \leq \tau_a^- < \infty)
\]
\[ V_2^*(b; g, h) = E \left[ e^{-(\eta + \kappa)A_{\tau_b}} \frac{M_{\tau_b}^2}{s^B_{\tau_b}} e^{-\kappa(A_{\tau_b} - A_{\tau_b}^+) I(\tau_b^+ < \zeta_h^+ < \zeta_g^-)} \right. \]
\[ \left. + e^{-(\eta + \kappa)A_{\tau_b}} e^{-\kappa(A_{\tau_b}^+ - A_{\tau_b})} I(\zeta_h^- < \zeta_g^- \leq \tau_b^+) < \infty \right] \]
\[ = E \left[ e^{-(\eta + \kappa)A_{\tau_b}} \tilde{E}^2 \left[ e^{-\kappa(A_{\tau_b} - A_{\tau_b}^+) I(\tau_a^- < \zeta_h^+ < \zeta_g^-)} \right. \right. \]
\[ \left. + e^{-(\eta + \kappa)A_{\tau_b}} E \left[ e^{-\eta(A_{\tau_b} - A_{\tau_b}^+)} \left( F_{\tau_b}^{\xi_h^+} I(\zeta_h < \zeta_g^- \leq \tau_b^+) < \infty \right) \right] \right], \]

where \( \tilde{E}^i \) denotes the expectation taken under the probability measure \( \tilde{P}^i \), for \( i = 1, 2 \).

In order to compute the values of (2.9)-(2.10), taking into account the strong Markov property, we then introduce the functions \( V_1^*(s, q) = V_1^*(s, q; a; g, h) \) and \( V_2^*(s, q) = V_2^*(s, q; b; g, h) \) defined by
\[ V_1^*(s, q) = E_{s,q} \left[ e^{-(\eta + \kappa)A_{\tau_a}^-} U_1^*(Q_{\tau_a}^-) I(\tau_a^- < \zeta_h^- < \zeta_g^-) \right. \]
\[ \left. + e^{-\eta A_{\tau_a}^-} W_1^*(S_{\tau_a}^-, Q_{\tau_a}^-) I(\zeta_h^+ < \zeta_g^- \leq \tau_a^-) \right] \]
and
\[ V_2^*(s, q) = E_{s,q} \left[ e^{-(\eta + \kappa)A_{\tau_b}^-} U_2^*(Q_{\tau_b}^-) I(\tau_b^- < \zeta_h^- < \zeta_g^-) \right. \]
\[ \left. + e^{-\eta A_{\tau_b}^-} W_2^*(S_{\tau_b}^-, Q_{\tau_b}^-) I(\zeta_h^+ < \zeta_g^- \leq \tau_b^-) \right], \]

where the functions \( W_1^*(s, q) = W_1^*(s, q; a) \) and \( W_2^*(s, q) = W_2^*(s, q; b) \), as well as \( U_i^*(q) \), \( i = 1, 2 \), are given by
\[ W_1^*(s, q) = E_{s,q} \left[ e^{-\eta A_{\tau_a}^-} I(\tau_a^- < \infty) \right] \] and \( W_2^*(s, q) = E_{s,q} \left[ e^{-\eta A_{\tau_b}^-} I(\tau_b^- < \infty) \right], \]

as well as
\[ U_i^*(q) = \tilde{E}_q \left[ e^{-\eta A_{\tau_a}^-} I(\zeta_h^- < \zeta_g^-) \right]. \]

for \( \eta, \kappa > 0 \) fixed and all \( s, q > 0 \). Here and after, \( \tilde{E}^i_q \) and \( E_{s,q} \) denote the expectations with respect to the probability measures \( \tilde{P}^i \), \( i = 1, 2 \), and \( P \) taken under the assumption that the one-dimensional process \( Q \) and the two-dimensional process \( (S, Q) \) start at \( q \) and \( (s, q) \) with some \( s, q > 0 \), respectively. We finally note that the stochastic differential equation in (2.2) for the process \( Q \) admits the representation
\[ dQ_t = (\tilde{\beta}_i(Q_t) - \xi_i(Q_t)) dt + Q_t \sum_{j=2}^3 \int (e^x - 1) (\mu_j - \tilde{\nu}_{i,j})(dt, dx) \quad (Q_0 = q) \]
with \( \tilde{\beta}_i(q) = \beta(q) + \rho \varepsilon \theta_i \sigma(q) \gamma q \), for all \( q > 0 \), as well as
\[ \xi_i = \frac{\lambda_{i,2}}{\alpha_{i,2} - 1} - \frac{\lambda_2}{\alpha_2 - 1} - \frac{\lambda_3}{\alpha_3 - 1}, \quad \tilde{\xi}_i = \frac{\lambda_2 \alpha_2}{\alpha_2 - \theta_i}, \quad \text{and} \quad \tilde{\alpha}_{i,2} = \alpha_2 - \theta_i, \]
whenever \( \alpha_2 > \theta_i \) holds, for every \( i = 1, 2 \). Here, by means of Girsanov’s theorem (see, e.g. [27; Chapter III, Theorem 5.34]), the measure \( \widetilde{\nu}_{i,2}(dt, dx) \) defined by \( \widetilde{\nu}_{i,2}(dt, dx) = e^{\theta_i x} \nu_2(dt, dx) \) is the compensator of the jump measure \( \mu_2(dt, dx) \) under \( \widetilde{P}^i \), and we set \( \widetilde{\nu}_{i,3}(dt, dx) = \nu_3(dt, dx) \), for all \( t \geq 0 \) and every \( i = 1, 2 \). It is seen that the process \( X^2 \) represents a compound Poisson process with exponential jumps of intensity \( \lambda_1 = \lambda_2 \alpha_2/ (\alpha_2 - \theta_i) \) and with parameters of the jump sizes \( \alpha_{i,2} = \alpha_2 - \theta_i \) under \( \widetilde{P}^i \), whenever \( \alpha_2 > \theta_i \) holds, for \( i = 1, 2 \).

### 2.3 The boundary-value problems.

By means of standard arguments based on Itô’s formula for semimartingales (see, e.g. [27; Chapter I, Theorem 4.57]), it can be shown that the infinitesimal operator \( \mathcal{L}_{(S,Q)} \) of the process \( (S,Q) \) from (2.1)-(2.2) under the probability measure \( P \) acts on a bounded function \( V(s,q) \) from the class \( C^{2,2}((0,\infty)^2) \) according to the rule

\[
(\mathcal{L}_{(S,Q)} V)(s,q) = \left( \delta - \frac{\lambda_1}{\alpha_1 - 1} - \frac{\lambda_2}{\alpha_2 - 1} \right) \sigma^2(q) s \partial_s V(s,q) + \left( \beta(q) - \frac{\lambda_2 q}{\alpha_2 - 1} - \frac{\lambda_3 q}{\alpha_3 - 1} \right) \partial_q V(s,q) + \int_0^\infty \left( V(se^x, q) - V(s,q) \right) \lambda_1 \sigma^2(q) \alpha_1 e^{-\alpha_1 x} dx \\
+ \int_0^\infty \left( V(se^x, qe^x) - V(s,qe^x) \right) \lambda_2 \sigma^2(q) \alpha_2 e^{-\alpha_2 x} dx + \int_0^\infty \left( V(s, qe^x) - V(s,q) \right) \lambda_3 \alpha_3 e^{-\alpha_3 x} dx,
\]

for all \( s,q > 0 \). The infinitesimal operator \( \widetilde{\mathcal{L}}_{Q}^i \) of the process \( Q \) from (2.15) under the probability measure \( \widetilde{P}^i \) acts on a function \( U(q) \) from the class \( C^{2}((0,\infty)) \) like

\[
(\widetilde{\mathcal{L}}_{Q}^i U)(q) = \left( \tilde{\beta}_i(q) - \xi_i q \right) U'(q) + \int_0^\infty \left( U(qe^x) - U(q) \right) \sigma^2(q) \tilde{\alpha}_{i,2} e^{-\tilde{\alpha}_{i,2} x} dx + \int_0^\infty \left( U(qe^x) - U(q) \right) \tilde{\lambda}_{i,3} \tilde{\alpha}_{i,3} e^{-\tilde{\alpha}_{i,3} x} dx,
\]

for all \( q > 0 \), where \( \tilde{\beta}_i(q) = \beta(q) + \rho \epsilon \theta_i \sigma(q) \gamma q \) and \( \xi_i \) is given by (2.16), and we set \( \tilde{\lambda}_{i,3} = \lambda_3 \) and \( \tilde{\alpha}_{i,3} = \alpha_3 \), for \( i = 1, 2 \).

In order to find analytic expressions for the unknown value functions from (2.11)-(2.12), let us use the results of general theory of Markov processes (see, e.g. [12; Chapter IV]). We reduce the problems of (2.11)-(2.12) for the functions \( V_i^*(s,q) \), \( i = 1, 2 \), to the equivalent boundary-value problems for the operator \( \mathcal{L}_{(S,Q)} \) of the form

\[
(\mathcal{L}_{(S,Q)} V_i - (\eta + \kappa) \sigma^2(q) V_i)(s,q) = 0, \quad \text{for } s > a \text{ or } s < b,
\]

\[
V_i(s,q) = U_i(q), \quad \text{for } s \leq a \text{ or } s \geq b \text{ and } g \leq q \leq h,
\]

\[
V_i(s,q) = W_i(s,q), \quad \text{for } q \leq g \text{ and } q \geq h \text{ and } s \geq a \text{ or } s \leq b,
\]

\[
V_i(a+,q) = U_i(q) \quad \text{or} \quad V_2(b-,q) = U_2(q), \quad \text{for } g \leq q \leq h,
\]

\[
V_1(s,g+) = W_1(s,g+) \quad \text{and} \quad V_2(s,h-) = W_2(s,h-), \quad \text{for } s \geq a \text{ or } s \leq b,
\]

respectively. Here, the functions \( W_i(s,q) \), \( i = 1, 2 \), solve the problems for the operator \( \mathcal{L}_{(S,Q)} \) of the form

\[
(\mathcal{L}_{(S,Q)} W_i - \eta \sigma^2(q) W_i)(s,q) = 0, \quad \text{for } s > a \text{ or } s < b,
\]

\[
W_1(s,q) = 1, \quad \text{for } s \leq a, \quad \text{and} \quad W_2(s,q) = 1, \quad \text{for } s \geq b,
\]

\[
W_1(a+,q) = 1 \quad \text{and} \quad W_2(b-,q) = 1,
\]

respectively.
for all \( q > 0 \), while the function \( U_i(q) \) solves the boundary value problem for the operator \( \tilde{L}_Q^i \) of the form

\[
\begin{align*}
(\tilde{L}_Q^i U_i - \kappa \sigma^2(q) U_i)(q) &= 0, \quad \text{for} \quad g < q < h, \\
U_i(q) &= 0, \quad \text{for} \quad g \leq q, \quad \text{and} \quad U_i(q) = 1, \quad \text{for} \quad q \geq h, \\
U_i(g+) &= 0 \quad \text{and} \quad U_i(h-) = 1,
\end{align*}
\]

for \( i = 1, 2 \).

Observe that the appropriate continuity conditions of (2.22)-(2.23), (2.26), and (2.29) can hold only in the cases in which the processes \( S \) and \( Q \) can pass continuously through the points \( a, b \) and \( g, h \), respectively. It is remarkable that the stochastic differential equations in (2.1)-(2.2) for \( S \) and \( Q \) do not contain diffusion parts, and thus, the functions \( V_i^+(s, q), W_i^+(s, q) \), and \( U_i^+(q), i = 1, 2 \), may be discontinuous at the boundaries \( a, b \) and \( g, h \), depending on the sign of the local drift rates \( \delta - \lambda_1/(\alpha_1 - 1) - \lambda_2/(\alpha_2 - 1) \) and \( \beta(q) - \xi q \) in the stochastic differential equations of (2.1)-(2.2) with \( \xi_i \) of the form of (2.16). The latter property is realised in the case in which the processes \( S \) and \( Q \) may pass through either of the points only by jumping. Therefore, in order to determine which of the continuity conditions in (2.22)-(2.23), (2.26), and (2.29) should hold for \( V_i(s, q), W_i(s, q) \), and \( U_i(q), i = 1, 2 \), let us assume that one of the following eight cases is realised. If either the inequality \( \delta - \lambda_1/(\alpha_1 - 1) - \lambda_2/(\alpha_2 - 1) < 0 \) or \( \delta - \lambda_1/(\alpha_1 - 1) - \lambda_2/(\alpha_2 - 1) > 0 \) holds, then the process \( S \) can pass through either \( a \) or \( b \) continuously, and thus, we can assume that \( V_i(s, q), W_i(s, q) \), and \( U_i(q), i = 1, 2 \), satisfy either the left-hand or right-hand conditions of (2.22) and (2.26), respectively. If either the inequality \( \beta(q) - \xi_q < 0 \) or \( \beta(q) - \xi_q > 0 \) holds, for all \( g \leq q \leq h \), then the process \( Q \) can pass through either \( g \) or \( h \) continuously, and thus, we can assume that \( V_i(s, q) \) and \( U_i(q), i = 1, 2 \), satisfy either the left-hand or right-hand conditions of (2.23) and (2.29), respectively. Moreover, if there exists some constant \( f \) such that \( g < f < h \) and the properties

\[
\beta(q) - \xi_q < 0, \quad \text{for} \quad q < f, \quad \beta(q) - \xi_q > 0, \quad \text{for} \quad q > f, \quad \text{and} \quad \beta(f) - \xi f = 0
\]

hold, so that the process \( Q \) diverts from the level \( f \) in a continuous way, and thus, we assume that \( V_i(s, q) \) and \( U_i(q), i = 1, 2 \), satisfies both the conditions of (2.23) and (2.29), respectively, since the process \( Q \) can pass through \( g \) or \( h \) continuously. Finally, if there exists some constant \( f \) such that \( g < f < h \) and the properties

\[
\beta(q) - \xi_q > 0, \quad \text{for} \quad q < f, \quad \beta(q) - \xi_q < 0, \quad \text{for} \quad q > f, \quad \text{and} \quad \beta(f) - \xi f = 0
\]

hold, then the process \( Q \) reverts to the level \( f \) in a continuous way, and thus, neither of the conditions of (2.23) and (2.29) is satisfied for \( V_i(s, q) \) and \( U_i(q), i = 1, 2 \), respectively, since the process \( Q \) cannot pass through \( g \) or \( h \) continuously.

### 3 Solutions to the boundary-value problems

In this section, we derive closed-form solutions to the boundary-value problems associated with the value functions in (2.11)-(2.14). Note that the analysis presented below provides a significant and detailed addition to the results obtained in [21; Subsection 3.2]. In particular, we observe remarkable analytic properties of the value functions at the boundaries as well as at the mean-reverting and diverting levels in an explicit form.
3.1 Solutions to the system in (2.27)-(2.29). Let us now assume that \( \lambda_j > 0 \) and \( \lambda_{5-j} = 0 \), for some \( j = 2, 3 \) fixed. In this case, the integro-differential equation in (2.27) with (2.18) for the unknown function \( U_{i,j}(q) \) takes the form

\[
(\beta(q) - \xi q) U''_{i,2}(q) - \tilde{\lambda}_{i,2}q \sigma^2(q) q^\tilde{\alpha}_{i,2} H_{i,2}(q) - (\tilde{\lambda}_{i,2} + \sigma) \sigma^2(q) U_{i,2}(q) = 0 \tag{3.1}
\]

or

\[
(\beta(q) - \xi q) U'_{i,3}(q) - \tilde{\lambda}_{i,3}q \sigma^2(q) q^\tilde{\alpha}_{i,3} H_{i,3}(q) - (\tilde{\lambda}_{i,3} + \sigma \sigma^2(q)) U_{i,3}(q) = 0, \tag{3.2}
\]

for \( g < q < h \), where we set

\[
H_{i,j}(q) = -\int_q^\infty U_{i,j}(z) z^{-\tilde{\alpha}_{i,j}}dz = -\int_q^h U_{i,j}(z) z^{-\tilde{\alpha}_{i,j}}dz - \frac{h^{-\tilde{\alpha}_{i,j}}}{\tilde{\alpha}_{i,j}}, \tag{3.3}
\]

for all \( g \leq q \leq h \), and every \( i = 1, 2 \) and \( j = 2, 3 \). It follows from the expressions in (3.1)-(3.2) and (2.28)-(2.29) that the function \( H_{i,j}(q) \) in (3.3) solves the second-order ordinary differential equation

\[
(\beta(q) - \xi q) q H''_{i,2}(q) - \tilde{\lambda}_{i,2}q \sigma^2(q) H_{i,2}(q) + \left((\tilde{\alpha}_{i,2} + 1)(\beta(q) - \xi q) - (\tilde{\lambda}_{i,2} + \sigma) \sigma^2(q) q\right) H'_{i,2}(q) = 0, \quad \text{for} \quad g < q < h, \tag{3.4}
\]

or

\[
(\beta(q) - \xi q) q H''_{i,3}(q) - \tilde{\lambda}_{i,3}q \sigma^2(q) H_{i,3}(q) + \left((\tilde{\alpha}_{i,3} + 1)(\beta(q) - \xi q) - (\tilde{\lambda}_{i,3} + \sigma \sigma^2(q)) q\right) H'_{i,3}(q) = 0, \quad \text{for} \quad g < q < h, \tag{3.5}
\]

with the boundary conditions

\[
H_{i,j}(h-) = -h^{-\tilde{\alpha}_{i,j}}/\tilde{\alpha}_{i,j}, \quad H'_{i,j}(g+) = 0, \quad \text{and} \quad H'_{i,j}(h-) = h^{-\tilde{\alpha}_{i,j}}-1, \tag{3.6}
\]

for \( j = 2, 3 \), where the second and third conditions hold, whenever the inequalities \( \beta(q) - \xi q < 0 \) and \( \beta(q) - \xi q > 0 \) are satisfied, for all \( g < q < h \), respectively. Observe that the general solutions of the equations in (3.4)-(3.5) are given by

\[
H_{i,j}(q) = C_{i,j,1} H_{i,j,1}(q) + C_{i,j,2} H_{i,j,2}(q), \tag{3.7}
\]

where \( C_{i,j,k}, i, k = 1, 2, j = 2, 3 \), are some arbitrary constants, so that the boundary conditions of (3.6) take the form

\[
C_{i,j,1} H_{i,j,1}(h-) + C_{i,j,2} H_{i,j,2}(h-) = -h^{-\tilde{\alpha}_{i,j}}/\tilde{\alpha}_{i,j}, \tag{3.8}
\]

\[
C_{i,j,1} H'_{i,j,1}(g+) + C_{i,j,2} H'_{i,j,2}(g+) = 0, \tag{3.9}
\]

\[
C_{i,j,1} H'_{i,j,1}(h-) + C_{i,j,2} H'_{i,j,2}(h-) = h^{-\tilde{\alpha}_{i,j}}-1, \tag{3.10}
\]

for \( i, k = 1, 2 \) and \( j = 2, 3 \). Here, the functions \( H_{i,j,k}(q), k = 1, 2 \), constitute the fundamental system of solutions of the ordinary differential equations in (3.4)-(3.5), for \( g < q < h \), and
\[ i = 1, 2, \ j = 2, 3. \] Hence, we obtain from (3.3) that the candidate solution for the system in (2.27)-(2.29) admits the representation
\[ U_{i,j}(q; g, h) = q^{\tilde{\alpha}_{i,j} + 1} \left( C_{i,j,1}(g, h) H'_{i,j,1}(q) + C_{i,j,2}(g, h) H'_{i,j,2}(q) \right), \] (3.11)for all \( g < q < h, \) where the constants \( C_{i,j,k}(g, h), \) \( i, k = 1, 2, j = 2, 3, \) are uniquely determined by (3.8) and either the equation in (3.9) or (3.10), whenever either the inequality \( \beta(q) - \xi_q < 0 \) or \( \beta(q) - \xi_q > 0 \) holds, for all \( g \leq q \leq h, \) respectively. We may therefore conclude that the candidate solution is given by
\[ U_{i,j}(q; g, h) = -\left( \frac{q}{h} \right)^{\tilde{\alpha}_{i,j}} \frac{q}{\tilde{\alpha}_{i,j}} \frac{H'_{i,j,2}(g) H'_{i,j,1}(q) - H'_{i,j,1}(g) H'_{i,j,2}(q)}{H_{i,j,2}(h-)} \] (3.12)or
\[ U_{i,j}(q; g; h) = \left( \frac{q}{h} \right)^{\tilde{\alpha}_{i,j}} \frac{H_{i,j,2}(h-)}{H_{i,j,2}(h-)} \] (3.13)for all \( g < q < h, \) whenever the inequality \( \beta(q) - \xi_q < 0 \) or \( \beta(q) - \xi_q > 0 \) holds, for all \( g \leq q \leq h, \) and every \( i = 1, 2, \) respectively.

On the other hand, when the condition of (2.30) holds, the candidate solution for the system in (2.27)-(2.29) admits the representation
\[ U_{i,j}^+(q; f, h) = q^{\tilde{\alpha}_{i,j} + 1} \left( C_{i,j,1}^+(f, h) H'_{i,j,1}(q) + C_{i,j,2}^+(f, h) H'_{i,j,2}(q) \right), \] (3.14)\[ U_{i,j}^-(q; g, f) = q^{\tilde{\alpha}_{i,j} + 1} \left( C_{i,j,1}^-(g, f) H'_{i,j,1}(q) + C_{i,j,2}^-(g, f) H'_{i,j,2}(q) \right), \] (3.15)where the functions \( H_{i,j,k}(q), \) \( k = 1, 2, \) constitute the fundamental systems of solutions of the ordinary differential equations in (3.4)-(3.5), for \( f < q < h \) and \( g < q < f, \) and every \( i = 1, 2 \) and \( j = 2, 3, \) respectively. Here, the constants \( C_{i,j,k}^+(f, h) \equiv C_{i,j,k}^+(h), \) \( i, k = 1, 2, j = 2, 3, \) are uniquely determined by the equations in (3.8) and (3.10) with the functions \( H_{i,j,k}(q), \) \( k = 1, 2, \) while the constants \( C_{i,j,k}^-(g, f), \) \( i, k = 1, 2, j = 2, 3, \) are uniquely determined by the equation in (3.9) with the functions \( H_{i,j,k}(q), \) \( i, k = 1, 2, j = 2, 3, \) as well as the connecting equation
\[ C_{i,j,1}^-(g, f) H_{i,j,1}(f-) + C_{i,j,2}^-(g, f) H_{i,j,2}(f-) = C_{i,j,1}^+(h) H_{i,j,1}(f+) + C_{i,j,2}^+(h) H_{i,j,2}(f+), \] (3.16)which should hold due to the fact that the distributions of jumps of the process \( Y^j, \) \( j = 2, 3, \) are continuous. We may therefore conclude that \( U_{i,j}^+(q; f, h), \) \( i, j = 1, 2, \) coincide with \( U(q; h), \) from (3.13), for all \( f < q < h, \) while \( U_{i,j}^-(q; g, f), \) \( i, j = 1, 2, \) are given by
\[ U_{i,j}^-(q; g; f) = q^{\tilde{\alpha}_{i,j} + 1} H_{i,j}(f; h) \frac{H'_{i,j,2}(g) H'_{i,j,1}(q) - H'_{i,j,1}(g) H'_{i,j,2}(q)}{H'_{i,j,2}(g) H_{i,j,1}(f-) - H'_{i,j,1}(g) H_{i,j,2}(f-)}, \] (3.17)for all \( g < q < f, \) with
\[ H_{i,j}(q; h) = h^{-\tilde{\alpha}_{i,j}} \frac{H_{i,j,2}(h-) H_{i,j,1}(q) - H_{i,j,1}(h-) H_{i,j,2}(q)}{H_{i,j,2}(h-) H_{i,j,1}(h-) - H_{i,j,1}(h-) H_{i,j,2}(h-)} \] (3.18)
for all \( f < q < h \), and every \( i = 1, 2 \) and \( j = 2, 3 \).

Finally, when the condition of (2.31) holds, the candidate solution for the system in (2.27)-(2.29) is of the same form of (3.14)-(3.15), where the functions \( H_{i,j}^c(q) \) and \( H_{i,j}^e(q) \) may have singularities on the left- and right-hand side of the point \( f \), respectively. In that case, we see that \( C_{i,j}^c(f, h) = C_{i,j}^e(f, g) = 0 \) should hold, for \( i = 1, 2 \) and \( j = 2, 3 \), since otherwise \( U_{i,j}(q) \to \pm \infty \) as \( q \downarrow f \) and \( q \uparrow f \), respectively, that must be excluded, by virtue of the fact that the function \( U_i^c(q) \) in (2.14) is bounded. The remaining constants \( C_{i,j}^c(f, h) \equiv C_{i,j}^e(f, g) \), \( i = 1, 2 \), \( j = 2, 3 \), are uniquely determined by the equation in (3.8) and the connecting equation in (3.16). We may therefore conclude that the functions

\[
U_{i,j}^c(q; f, h) = U_{i,j}^c(q; h) \quad \text{and} \quad U_{i,j}^e(q; f, g) = U_{i,j}^e(q; f, h), \quad i, j = 1, 2,
\]

are given by

\[
U_{i,j}^c(q; h) = -\left(\frac{q}{h}\right) \tilde{\alpha}_{i,j} q H_{i,j,2}^c(q), \quad U_{i,j}^e(q; f, h) = -\left(\frac{q}{h}\right) \tilde{\alpha}_{i,j} q H_{i,j,2}^c(q) \frac{H_{i,j,1}^c(f)}{H_{i,j,1}^c(f-)} \frac{H_{i,j,2}^c(h)}{H_{i,j,2}^c(h-)},
\]

for all \( f < q < h \) and \( g < q < f \), and every \( i = 1, 2 \) and \( j = 2, 3 \), respectively.

### 3.2 Some examples

Let us further derive explicit expressions for the fundamental system of solutions \( H_{i,j,k}(q) \), \( i, k = 1, 2, j = 2, 3 \), from (3.7), for several volatility and drift rates \( \sigma(q) \) and \( \beta(q) \) in the stochastic differential equations of (2.1)-(2.2). Other fundamental systems of solutions of the related second-order ordinary differential equations were considered in [21; Examples 3.1-3.3]. It can also be shown that the integrability condition of (2.7) holds in all the cases considered below.

**Example 3.1** Let \( \sigma(q) \equiv 1 \), and \( \beta(q) = (\beta_0 - \beta_1 \ln q)q \), for some constants \( \beta_0, \beta_1 \in \mathbb{R} \), so that \( Q \) is an exponential Ornstein-Uhlenbeck process with jumps, which represents an extended Black-Karasinski model, and thus, the process \((S, \ln Q)\) constitutes a (pure) jump version of the Stein-Stein model of stochastic volatility. Assume, in addition, that \( \lambda_i > 0 \) and \( \lambda_{3-j} = 0 \), for some \( j = 2, 3 \) fixed. Then, the equations in (3.4)-(3.5) are identical and take the form

\[
(\beta_{i,0} - \beta_1 \ln q) q^2 H_{i,j}^c(q) + \left( (\tilde{\alpha}_{i,j} + 1) (\beta_{i,0} - \beta_1 \ln q) q - \tilde{\lambda}_{i,j} - \varphi \right) H_{i,j}^c(q) - \tilde{\lambda}_{i,j} \tilde{\alpha}_{i,j} H_{i,j}(q) = 0,
\]

(3.20)

with \( \beta_{i,0} = \beta_0 - \xi_i \), \( i = 1, 2 \), for \( g < q < h \). When we assume that \( \beta_1 \neq 0 \) holds and the condition in (2.31) is not satisfied, by performing the change of variable \( F(q) = \ln q \), it follows from [46; Formulas 2.1.2.108 and 2.1.2.70] that the fundamental solutions \( H_{i,j,k}(q) \), \( i, k = 1, 2 \), from (3.7) of the equations in (3.4)-(3.5) take the form

\[
H_{i,j,1}(q) = q^{\nu_{i,j}} \Psi(\varphi_{i,j}, \psi_{i,j}; R_{i,j}(q)) \quad \text{and} \quad H_{i,j,2}(q) = q^{\nu_{i,j}} \Phi(\varphi_{i,j}, \psi_{i,j}; R_{i,j}(q)),
\]

(3.21)

for \( \psi_{i,j} \neq 0, -1, -2, \ldots \), and

\[
H_{i,j,1}(q) = q^{\nu_{i,j}} R_{i,j}(q)^{1-\psi_{i,j}} \Psi(\psi_{i,j} - \psi_{i,j} + 1, 2 - \psi_{i,j}; R_{i,j}(q)),
\]

(3.22)

\[
H_{i,j,2}(q) = q^{\nu_{i,j}} R_{i,j}(q)^{1-\psi_{i,j}} \Phi(\varphi_{i,j} - \psi_{i,j} + 1, 2 - \psi_{i,j}; R_{i,j}(q)),
\]

(3.23)

for \( \psi_{i,j} = 0, -1, -2, \ldots \), and \( i, k = 1, 2 \), \( j = 2, 3 \). Here, we set \( \nu_{i,j} = -\tilde{\alpha}_{i,j} I_{(\beta_i > 0)} \), \( \varphi_{i,j} = (\tilde{\lambda}_{i,j} I_{(\beta_i < 0)} + \varphi I_{(\beta_i > 0)})/\beta_1 \), \( \psi_{i,j} = (\tilde{\lambda}_{i,j} + \varphi)/\beta_1 \), and \( R_{i,j}(q) = \text{sgn}(\beta_1) \tilde{\alpha}_{i,j} (\ln q - \beta_{i,0}/\beta_1) \),
and the functions $\Phi(x, y; z)$ and $\Psi(x, y; z)$ are are the Kummer’s and Tricomi’s confluent hypergeometric functions defined by

$$\Phi(x, y; z) = 1 + \sum_{k=1}^{\infty} \frac{(x)_k z^k}{(y)_k k!}, \quad (3.24)$$

and

$$\Psi(x, y; z) = \frac{\Gamma(1-y)}{\Gamma(x+1-y)} \Phi(x, y; z) + \frac{\Gamma(y-1)}{\Gamma(x)} z^{1-y} \Phi(x + 1 - y, 2 - y; z), \quad (3.25)$$

for $y \neq 0, -1, -2, \ldots$, where $(u)_k$ is the Pochhammer symbol defined as $(u)_k = u(u+1) \cdots (u+k-1)$, and $(u)_0 = 1$, for $u \in \mathbb{R}$ and $k \in \mathbb{N}$, $\Gamma(z)$ denotes the Euler’s gamma function, and the series in (3.24) converges under all $z > 0$ (see, e.g. [1; Chapter XIII]). Note that the functions in (3.24) and (3.25) admit the integral representations

$$\Phi(x, y; z) = \frac{\Gamma(y)}{\Gamma(x) \Gamma(y-x)} \int_0^1 e^{zv} v^{x-1}(1-v)^{y-x-1} dv, \quad (3.26)$$

for $y > x > 0$, and all $z \in \mathbb{R}$, and

$$\Psi(x, y; z) = \frac{1}{\Gamma(y)} \int_0^\infty e^{-zv} v^{x-1}(1+v)^{y-x-1} dv, \quad (3.27)$$

for $x > 0$ and all $z > 0$ (see, e.g. [1; Chapter XIII]), respectively.

When the condition in (2.31) is satisfied, we have that $g < e^{\beta_{i,0}/\beta_1} < h$, $\beta_1 > 0$, and the equation in (3.20) has a singular point at $q = e^{\beta_{i,0}/\beta_1}$, for $g < q < h$. Hence, the properties that the equalities $\Phi(x, y; 0) = 1,$ $\partial_x \Phi(x, y; z) = (x/y)\Phi(x+1, y+1; z), \partial_x \Psi(x, y; z) = -x\Psi(x+1, y+1; z),$ and $\Psi(x, y; 0+) = \infty$, for $y > 1$, are satisfied yield the fact that $|H'_{i,j,2}(e^{\beta_{i,0}/\beta_1} \pm)| = \infty$ holds and the candidate solution for the system in (2.27)-(2.29) is of the form (3.19).

On the other hand, when we assume that $\beta_{i,0} \neq 0$ and $\beta_1 = 0$ holds, the equation (3.20) takes the form

$$\beta_{i,0} q^2 H''_{i,j}(q) + (\beta_{i,0}(\tilde{\alpha}_{i,j} + 1) - \tilde{\lambda}_{i,j} - \varkappa) q H'_{i,j}(q) - \tilde{\lambda}_{i,j} \tilde{\alpha}_{i,j} H_{i,j}(q) = 0, \quad (3.28)$$

for $g < q < h$, and none of the conditions (2.30)-(2.31) is satisfied. We can therefore conclude from [46; Formula 2.1.123] that the candidate solution for the system in (2.27)-(2.29) is of the form (3.12)-(3.13), where we have $H_{i,j,k}(q) = q^{\alpha_{i,j,k}}$ with

$$v_{i,j,k} = \frac{\tilde{\lambda}_{i,j} + \varkappa}{2\beta_{i,0}} - \frac{\tilde{\alpha}_{i,j} + 1}{2} + (-1)^k \sqrt{\left(\frac{\tilde{\lambda}_{i,j} + \varkappa}{2\beta_{i,0}} - \frac{\tilde{\alpha}_{i,j} + 1}{2}\right)^2 + \frac{\tilde{\lambda}_{i,j} \tilde{\alpha}_{i,j}}{\beta_{i,0}}}, \quad (3.29)$$

for $i, k = 1, 2, j = 2, 3$.

**Example 3.2** Let $\sigma(q) = \sqrt{q}$, and $\beta(q) = -\beta_1 q$, for some constant $\beta_1 \neq 0$, so that $\ln^2 Q/4$ is a (pure) jump analogue of the Feller square root process which represents an extended Cox-Ingersoll-Ross model, and thus, the process $(S, \ln^2 Q/4)$ constitutes a (pure) jump version of the Heston model of stochastic volatility. Assume, in addition, that $\lambda_j > 0$ and $\lambda_{5-j} = 0$, for
some \( j = 2, 3 \) fixed. We first note that in this case none of the conditions of (2.30)-(2.31) is satisfied. Then, the equations in (3.4)-(3.5) take the form

\[
\beta_{i,1} q H''_{i,2}(q) + \left((\tilde{\alpha}_{i,2} + 1) \beta_{i,1} + (\tilde{\lambda}_{i,2} + \kappa) q \right) H'_{i,2}(q) + \tilde{\lambda}_{i,2} \tilde{\alpha}_{i,2} H_{i,2}(q) = 0 \tag{3.30}
\]

and

\[
\beta_{i,1} q^2 H''_{i,3}(q) + \left((\tilde{\alpha}_{i,3} + 1) \beta_{i,1} q + \kappa q^2 + \lambda_i q \right) H'_{i,3}(q) + \tilde{\lambda}_{i,3} \tilde{\alpha}_{i,3} H_{i,3}(q) = 0, \tag{3.31}
\]

for \( g < q < h \), respectively, with \( \beta_{i,1} = \beta_i + \xi_i \), for \( i, k = 1, 2, j = 2, 3 \). It follows from [46; Formulas 2.1.2.108 and 2.1.2.70] that the fundamental solutions \( H_{i,2,k}(q) \), \( i, k = 1, 2 \), from (3.7) of the equation in (3.30) take the form

\[
H_{i,2,1}(q) = \Psi(\varphi_{i,2}, \psi_{i,2}; R_{i,2}(q)) \quad \text{and} \quad H_{i,2,2}(q) = \Phi(\varphi_{i,2}, \psi_{i,2}; R_{i,2}(q)), \tag{3.32}
\]

for \( \psi_{i,2} \neq 0, -1, -2, \ldots \), and

\[
H_{i,2,1}(q) = R_{i,2}(q)^{1-\psi_{i,2}} \Psi(\varphi_{i,2} - \psi_{i,2} + 1, 2 - \psi_{i,2}; R_{i,2}(q)), \tag{3.33}
\]

\[
H_{i,2,2}(q) = R_{i,2}(q)^{1-\psi_{i,2}} \Phi(\varphi_{i,2} - \psi_{i,2} + 1, 2 - \psi_{i,2}; R_{i,2}(q)), \tag{3.34}
\]

for \( \psi_{i,2} = 0, -1, -2, \ldots \). Here, we set \( \varphi_{i,2} = \tilde{\lambda}_{i,2} \tilde{\alpha}_{i,2} / (\tilde{\lambda}_{i,2} + \kappa) \), \( \psi_{i,2} = \tilde{\alpha}_{i,2} + 1 \), and \( R_{i,2}(q) = (\tilde{\lambda}_{i,2} + \kappa) q / \beta_{i,1} \), for \( i = 1, 2 \), and the functions \( \Phi(x, y; z) \) and \( \Psi(x, y; z) \) are defined in (3.26)-(3.27).

On the other hand, it follows from [46; Formulas 2.1.139 and 2.1.108] that the fundamental solutions \( H_{i,3,k}(q) \), \( i, k = 1, 2 \), from (3.7) of the equation in (3.31) take the form

\[
H_{i,3,1}(q) = q^{v_{i,3}} e^{-\kappa q / (2 \beta_{i,1})} \Psi(\pi_{i,3}/2 - v_{i,3}, \pi_{i,3}; R_{i,3}(q)), \tag{3.35}
\]

\[
H_{i,3,2}(q) = q^{v_{i,3}} e^{-\kappa q / (2 \beta_{i,1})} \Phi(\pi_{i,3}/2 - v_{i,3}, \pi_{i,3}; R_{i,3}(q)) \tag{3.36}
\]

for \( \pi_{i,3} \neq 0, -1, -2, \ldots \), and

\[
H_{i,3,1}(q) = q^{v_{i,3}} e^{-\kappa q / (2 \beta_{i,1})} R_{i,3}(q)^{1-\pi_{i,3}} \Psi(1 - \pi_{i,3}/2 - v_{i,3}, 2 - \pi_{i,3}; R_{i,3}(q)), \tag{3.37}
\]

\[
H_{i,3,2}(q) = q^{v_{i,3}} e^{-\kappa q / (2 \beta_{i,1})} R_{i,3}(q)^{1-\pi_{i,3}} \Phi(1 - \pi_{i,3}/2 - v_{i,3}, 2 - \pi_{i,3}; R_{i,3}(q)), \tag{3.38}
\]

for \( \pi_{i,3} = 0, -1, -2, \ldots \), and \( i = 1, 2 \). Here, we set \( \pi_{i,3} = 2 v_{i,3} + \tilde{\alpha}_{i,3} + 1 + \tilde{\lambda}_{i,3} / \beta_{i,1} \), \( R_{i,3}(q) = \kappa q / \beta_{i,1} \), and either \( v_{i,3} = -\tilde{\lambda}_{i,3} / \beta_{i,1} \) or \( v_{i,3} = -\tilde{\alpha}_{i,3} \), for \( i = 1, 2 \).

### 3.3 Solutions to the system in (2.24)-(2.26).

Let us assume that \( \lambda_j > 0 \) and \( \lambda_{3-j} = 0 \), for some \( j = 1, 2 \). In this case, the integro-differential equations for the unknown functions \( W_i(s, q) \) in (2.24) with (2.17) take the form

\[
\left( \delta - \frac{\lambda_j}{\alpha_j} \right) \sigma^2(q) s \partial_s W_{i,j}(s, q) - \lambda_j \alpha_j \sigma^2(q) s^{\alpha_j} G_{i,j}(s, q) \tag{3.39}
\]

\[
+ \left( \beta(q) - \frac{\lambda_2 g}{\alpha_2} - \frac{\lambda_3 q}{\alpha_3 - 1} \right) \partial_q W_{i,j}(s, q) - (\lambda_j + \eta) \sigma^2(q) W_{i,j}(s, q) = 0,
\]
for $s > a$ or $s < b$ and $g < q < h$, where we set
\[
G_{i,1}(s, q) = - \int_s^\infty W_{i,1}(y, q) y^{-\alpha_1 - 1} dy, \quad G_{i,2}(s, q) = - \int_s^\infty W_{i,2}(y, q) y^{-\alpha_2 - 1} dy,
\]
(3.40) for all $s \geq a$ or $s \leq b$ and $g \leq q \leq h$, and every $i = 1, 2$, respectively. It follows from the expression in (3.39) and (2.25)-(2.26) that the functions $G_{i,1}(s, q), i = 1, 2$, in (3.40) solve the partial differential equations
\[
\left( \delta - \frac{\lambda_1}{\alpha_1 - 1} \right) \sigma^2(q) s^2 \partial_{ss} G_{i,1}(s, q) + \left( \beta(q) - \frac{\lambda_1 q}{\alpha_1 - 1} \right) s \partial_s G_{i,1}(s, q)
\]
\[
+ \left( (\alpha_1 + 1) \left( \delta - \frac{\lambda_1}{\alpha_1 - 1} \right) - (\lambda_1 + \eta) \right) \sigma^2(q) s \partial_s G_{i,1}(s, q) - \lambda_1 \alpha_1 \sigma^2(q) G_{i,1}(s, q) = 0,
\]
(3.41) while the functions $G_{i,2}(s, q), i = 1, 2$, in (3.40) solve the partial integro-differential equations
\[
\left( \delta - \frac{\lambda_2}{\alpha_2 - 1} \right) \sigma^2(q) s^2 \partial_{ss} G_{i,2}(s, q) - \lambda_2 \alpha_2 \sigma^2(q) G_{i,2}(s, q)
\]
\[
+ \left( (\alpha_2 + 1) \left( \delta - \frac{\lambda_2}{\alpha_2 - 1} \right) - (\lambda_2 + \eta) \right) \sigma^2(q) s \partial_s G_{i,2}(s, q)
\]
\[
+ \left( (\alpha_2 - 1) \left( \delta - \frac{\lambda_2}{\alpha_2 - 1} \right) - (\lambda_2 + \eta) \right) \sigma^2(q) \int_s^b \partial_q W_{i,2}(y, q) \frac{q}{s} y^{-\alpha_2} dy
\]
\[
+ \left( \delta - \frac{\lambda_2}{\alpha_2 - 1} \right) \sigma^2(q) \int_s^b \partial_{qq} W_{i,2}(y, q) \left( \frac{q}{s} \right)^2 y^{-\alpha_2 + 1} dy = 0,
\]
(3.42) for $s > a$ or $s < b$, with the boundary conditions
\[
G_{1,j}(\infty, q) = 0, \quad G_{2,j}(b, q) = \frac{b^{-\alpha_j}}{\alpha_j}, \quad \partial_s G_{1,j}(a+, q) = a^{-\alpha_j - 1}, \quad \partial_s G_{2,j}(b-, q) = b^{-\alpha_j - 1},
\]
(3.43) for $g \leq q \leq h$. Note that the third and fourth conditions of (3.43) hold, whenever inequalities $\delta - \lambda_j / (\alpha_j - 1) < 0$ or $\delta - \lambda_j / (\alpha_j - 1) > 0$ are satisfied, respectively, and we have
\[
\partial_s H_{i,2}(s, q) = \int_s^b \partial_q W_{i,2}(y, q) \frac{q}{s^2} y^{-\alpha_2} dy + s^{-\alpha_2 - 1} W_{i,2}(s, q),
\]
(3.44) for all $s > a$ and $s < b$ and every $i = 1, 2$.

Let us first consider the case of $\delta - \lambda_j / (\alpha_j - 1) < 0$. Then, we search for solutions of the equations in (3.41)-(3.42) in the form
\[
G_{i,j}(s, q) \equiv G_{i,j}(s) = D_{i,j,1} s^{\theta_{i,j,1}} + D_{i,j,2} s^{\theta_{i,j,2}},
\]
(3.45) where $D_{i,j,k}, i, j, k = 1, 2$, are some arbitrary constants and $\theta_{j,k}, j, k = 1, 2$, are given by
\[
\theta_{j,k} = \frac{(\lambda_j + \eta)(\alpha_j - 1)}{2(\delta(\alpha_j - 1) - \lambda_j)} - \frac{\alpha_j}{2} + (-1)^k \sqrt{\left( \frac{(\lambda_j + \eta)(\alpha_j - 1)}{2(\delta(\alpha_j - 1) - \lambda_j)} - \frac{\alpha_j}{2} \right)^2 + \frac{\lambda_j \alpha_j (\alpha_j - 1)}{\delta(\alpha_j - 1) - \lambda_j}},
\]
(3.46)
so that \( \theta_{j,1} < -\alpha_j < 1 - \alpha_j < \theta_{j,2} \) holds. Hence, we obtain from (3.40) that the candidate solution for the system in (2.24)-(2.26) admits the representation

\[
W_{i,j}(s,q) \equiv W_{i,j}(s) = D_{i,j,1} \theta_{j,1} s^{\alpha_j+\theta_{j,1}} + D_{i,j,2} \theta_{j,2} s^{\alpha_j+\theta_{j,2}},
\]

(3.47)

where we have \( \alpha_j + \theta_{j,1} < 0 < 1 < \alpha_j + \theta_{j,2}, \ j = 1, 2. \) Thus, we see that \( D_{1,j,2} = D_{2,j,1} = 0 \) should hold in (3.45) and (3.47), since otherwise \( W_{i,j}(s) \to \pm \infty, \ i, j = 1, 2, \) as \( s \uparrow \infty \) and \( s \downarrow 0, \) respectively, that must be excluded by virtue of the fact that the functions \( W_i^+(s), \ i = 1, 2, \) in (2.13) are bounded. Then, by applying the third and second boundary conditions of (3.43) to the function in (3.45), we obtain that the equalities

\[
D_{1,j,1} \theta_{j,1} a^{\theta_{j,1}-1} = a^{-\alpha_j-1} \quad \text{and} \quad D_{2,j,2} b^{\theta_{j,2}} = -b^{-\alpha_j}/\alpha_j
\]

(3.48)

are satisfied, for every \( j = 1, 2. \) Hence, solving the equations in (3.48), we conclude that the candidate solutions \( W_{1,j}(s,q; a) = W_{1,j}(s; a) \) and \( W_{2,j}(s,q; b) = W_{2,j}(s; b), \ j = 1, 2, \) have the form

\[
W_{1,j}(s,a) = (s/a)^{\alpha_j+\theta_{j,1}} \quad \text{and} \quad W_{2,j}(s,b) = -(\theta_{j,2}/\alpha_j)(s/b)^{\alpha_j+\theta_{j,2}},
\]

(3.49)

for all \( s > a \) and \( s < b, \) respectively.

Let us now consider the case of \( \delta - \lambda_j/(\alpha_j - 1) > 0. \) In this case, we observe that the equalities \( D_{1,j,k} = 0, \ k = 1, 2, \) should hold in (3.45) and (3.47), for \( j = 1, 2, \) since otherwise \( W_{1,j}(s) \to \pm \infty \) as \( s \uparrow \infty, \) that must be excluded by virtue of the fact that the functions \( W_i^+(s), \ i = 1, 2, \) in (2.13) are bounded. This particularly yields that \( W_{1,j}(s,q; a) = W_{1,j}(s; a) = 0, \) for all \( s > a \) and every \( j = 1, 2, \) that corresponds to the fact that the increasing process \( S \) never reaches the point \( a \) when started at some \( s > a. \) Moreover, by applying the second and fourth conditions of (3.43) to the function in (3.45), we obtain that the equalities

\[
D_{2,j,1} b^{\theta_{j,1}} + D_{2,j,2} b^{\theta_{j,2}} = -b^{-\alpha_j}/\alpha_j \quad \text{and} \quad D_{2,j,1} \theta_{j,1} b^{\theta_{j,1}-1} + D_{2,j,2} \theta_{j,2} b^{\theta_{j,2}-1} = b^{-\alpha_j-1}
\]

(3.50)

are satisfied, for every \( j = 2, 3. \) Hence, solving the equations in (3.50), we conclude that the candidate solutions \( W_{1,j}(s,q; a) = W_{1,j}(s; a) \) and \( W_{2,j}(s,q; b) = W_{2,j}(s; b), \ j = 1, 2, \) has the form

\[
W_{1,j}(s,a) = 0 \quad \text{and} \quad W_{2,j}(s,b) = \frac{\theta_{j,1}(\alpha_j - \theta_{j,2})}{\alpha_j(\theta_{j,1} - \theta_{j,2})} \left( \frac{s}{b} \right)^{\alpha_j+\theta_{j,1}} + \frac{\theta_{j,2}(\alpha_j - \theta_{j,1})}{\alpha_j(\theta_{j,2} - \theta_{j,1})} \left( \frac{s}{b} \right)^{\alpha_j+\theta_{j,2}},
\]

(3.51)

for all \( s > a \) and \( s < b, \) and every \( j = 1, 2. \)

Let us finally consider the case of \( \delta - \lambda_j/(\alpha_j - 1) = 0. \) Then, we search for solutions of the equations in (3.41)-(3.42) in the form

\[
G_{i,j}(s,q) \equiv G_{i,j}(s) = D_{i,j,0} s^{\theta_{j,0}},
\]

(3.52)

where \( D_{i,j,0}, \ i, j = 1, 2, \) are some arbitrary constants and \( \theta_{j,0} = -\lambda_j \alpha_j/(\lambda_j + \eta). \) Hence, we obtain from (3.40) that the candidate solution for the system in (2.27)-(2.29) admits the representation

\[
W_{i,j}(s,q) \equiv W_{i,j}(s) = D_{i,j,0} \theta_{j,0} s^{\alpha_j+\theta_{j,0}},
\]

(3.53)
for \( s < b \) and every \( j = 1, 2 \). Here, the constants \( D_{i,j,0}, i, j = 1, 2 \), are uniquely determined by the second equation in (3.43). Hence, solving the equation

\[
D_{2,j,0} b^{b_{j,0}} = -b^{-\alpha_j}/\alpha_j, \tag{3.54}
\]

we conclude that the candidate solutions \( W_{1,j}(s,q;a) = W_{1,j}(s;a) \) and \( W_{2,j}(s,q;b) = W_{2,j}(s;b), j = 1, 2 \), have the form

\[
W_{1,j}(s;a) = 0 \quad \text{and} \quad W_{2,j}(s;b) = -(\theta_{j,0}/\alpha_j)(s/b)^{\alpha_j+\theta_{j,0}}, \tag{3.55}
\]

for all \( s > a \) and \( s < b \), and every \( j = 1, 2 \).

4 Main result and proof

In this section, taking into account the facts proved above, we formulate and prove the main results of the paper. We present the solution to the two-dimensional stopping problems of (2.11)-(2.12) in the case of \( \lambda_j > 0 \), for only one of \( j = 1, 2, 3 \). The proof of this assertion is based on an extension of the arguments from [21; Theorem 4.1] to the two-dimensional jump case. Another related verification assertion was proved in [18; Theorem 4.1] for a model of a two-dimensional continuous diffusion-type process with switching coefficients.

**Theorem 4.1** Suppose that \( \alpha_2 > \theta_i + 1 \) holds, for certain \( \theta_i, i = 1, 2 \), which are specified below. Assume that the coefficients \( \sigma(q) > 0 \) and \( \beta_2(q) \in \mathbb{R} \) of the jump-diffusion process \((S, Q)\) defined by (2.1)-(2.2) are continuously differentiable functions of at most linear growth, for all \( q > 0 \), and the condition of (2.7) holds, for all \( t \geq 0 \). Then, the functionals \( V_1^*(s,q) = V_1^*(s,q;a,g,h) \) and \( V_2^*(s,q) = V_2^*(s,q;b,g,h) \) from (2.11)-(2.12) of the associated with \((S, Q)\) random times \( \tau_{a}^-, \tau_{b}^+ \) and \( \xi_g, \xi_h \) from (2.5)-(2.6) admit the representations

\[
V_1^*(s,q;b,g,h) = U_1(q;g,h) W_1(s;a) \quad \text{and} \quad V_2^*(s,q;b,g,h) = U_2(q;g,h) W_2(s;b) \tag{4.1}
\]

for all \( s > a \) or \( s < b \) and \( g < q < h \), and any \( 0 < a < b < \infty \) and \( 0 \leq g < h < \infty \) fixed, where the functions \( U_i(q;g,h), i = 1, 2 \), as well as \( W_1(s;a) \) and \( W_2(s;b) \) are specified as follows:

(i) If \( \lambda_j > 0 \) and \( \lambda_{5-j} = 0 \), for some \( j = 2, 3 \), either the inequality \( \beta_i(q) - \xi_i q > 0 \) or \( \beta_i(q) - \xi_i q > 0 \) holds, for all \( g \leq q \leq h \), with \( \xi_i \) from (2.16), and \( \theta_i, i = 1, 2 \), take the form of (3.46), then the functions \( U_i(q,g,h), i = 1, 2 \), are given by either (3.12) or (3.13), respectively.

(ii) If \( \lambda_j > 0 \) and \( \lambda_{5-j} = 0 \), for some \( j = 2, 3 \), the condition of (2.30) or (2.31) holds, and \( \theta_i, i = 1, 2 \), take the form of (3.46), then the functions \( U_i(q;g,h), i = 1, 2 \), coincide with \( U_{i,j}(q;h), i = 1, 2 \), from (3.13) or \( U_{i,j}^+(q;h), i = 1, 2 \), from (3.19), for all \( f < q < h \), and with \( U_{i,j}(q;f,h) \) from (3.17)-(3.18) or \( U_{i,j}^+(q;f,h) \) from (3.19), for all \( g < q < f \), respectively.

(iii) If \( \lambda_j > 0 \) and \( \lambda_{3-j} = 0 \), for some \( j = 1, 2 \), then the functions \( W_1(s;a) \) and \( W_2(s;b) \) are given by either (3.49) or (3.51) with \( \theta_{j,k}, k = 1, 2 \), from (3.46), whenever either \( \delta - \lambda_j/(\alpha_j - 1) < 0 \) or \( \delta - \lambda_j/(\alpha_j - 1) < 0 \) holds, respectively, and by (3.55) with \( \theta_{j,0} = -\lambda_j/(\alpha_j + \eta) \), whenever \( \delta - \lambda_j/(\alpha_j - 1) = 0 \) holds.
Since all the parts of the assertions formulated above are proved using similar arguments, we only give a proof for the two-dimensional stopping problem related to the value function $V^*_1(s, q; a; g, h)$ in (2.11).

**Proof** In order to verify the assertion stated above, it remains to show that the function on the right-hand side of (4.1) coincides with the value function in (2.11). For this purpose, let us denote by $V_1(s, q)$ the right-hand side of the first expression in (4.1). It follows from the standard arguments of the previous section that the function $V_1(s, q)$ solves the partial integro-differential boundary-value problem of (2.19)-(2.23) with (2.17). Then, taking into account the fact that the function $V_1(s, q)$ is bounded on $([0,\infty])^2$, we can construct a sequence of twice continuously differentiable bounded functions $(V_{1,k})_{k\in \mathbb{N}}$ on $([0,\infty])^2$ such that $|V_{1,k}(s, q) - V_1(s, q)| \leq 1$ holds, for all $(s, q) \in ([0,\infty])^2$, as well as $V_{1,k}(s, q) = V_1(s, q)$ holds, for $(s, q) \in (0,\infty)^2$, apart from $(s, q) \in \{(a - 1/k, a) \times (g - 1/k, h + 1/k)\}$ and $(s, q) \in [a,\infty) \times ((g - 1/k, g) \cup [h, h + 1/k])$. Note that, by virtue of the structure of the functions constructed above, we clearly have $V_{1,k}(s, q) \to V_1(s, q)$ as $k \to \infty$, for all $(s, q) \in ([0,\infty])^2$. By applying the Itô’s formula for semimartingales to the process $e^{-(\eta + \lambda)t}V_{1,k}(S_t, Q_t)$, we obtain that the expression

\[ e^{-(\eta + \lambda)t}V_{1,k}(S_{\tau_0^-} \wedge \zeta_0^- \wedge 1_k \wedge \lambda t, Q_{\tau_0^-} \wedge \zeta_0^- \wedge 1_k \wedge \lambda t) = V_{1,k}(s, q) \]

(4.2)

as $k \to \infty$, holds, for all $(s, q) \in ([0,\infty])^2$, and the stopping times $\tau^-_0$ and $\zeta_0^-$, $\zeta_0^+$ from (2.5)-(2.6). Here, the process $M_k^t = (M_k^t)_{t \geq 0}$ defined by

\[ M_k^t = \int_0^t e^{-(\eta + \lambda)u} \left( V_{1,k}(S_u - e^x, Q_u) - V_{1,k}(S_u, Q_u) \right) \left( \mu_1 - \nu_1 \right)(du, dx) \]

(4.3)

is a local martingale under $P_{s,q}$. Note that, since $\sigma^2(q)$ is a bounded function on $g < q < h$, it follows from the inequality $|V_{1,k}(s, q) - V_1(s, q)| \leq 1$ that we have

\[ |(\mathbb{L}_{s,q})V_{1,k} - (\eta + \lambda) \sigma^2(q) V_{1,k}(s, q)| \]

(4.4)

\[ \leq \lambda_2 \alpha_2 \sigma^2(q) \int_{\log(h + 1/k) - \log q}^{\log(h + 1/k) - \log q} \left| V_{1,k}(se^x, qe^x) - V_1(se^x, qe^x) \right| dx \]

\[ + \lambda_3 \alpha_3 \int_{\log(h + 1/k) - \log q}^{\log(h + 1/k) - \log q} \left| V_{1,k}(s, qe^x) - V_1(s, qe^x) \right| dx \]

as $k \to \infty$, uniformly on $(s, q) \in (a,\infty) \times (g, h)$. Hence, we obtain from the expression in (4.2) and the fact that $V_{1,k}(s, q)$ is bounded that the inequality

\[ |M_k^t| \leq C + \left( \lambda_2 \alpha_2 \sigma^2(q) \log \left( \frac{h + 1/k}{h} \right) + \lambda_3 \alpha_3 \log \left( \frac{h + 1/k}{h} \right) \right) t \]

(4.5)
holds, for some constant $C > 0$ and all $t \geq 0$, so that the process $M^k$ is a (bounded) martingale. Thus, taking the expectation with respect to $P_{s,q}$ in (4.2), by means of the Doob’s optional sampling theorem (see, e.g. [27; Chapter I, Theorem 1.39]), we get

$$E_{s,q} \left[ e^{-(\eta + \varepsilon)A_{\tau_a^-} \wedge \zeta_g^- \wedge \zeta_h^+} V_{1,k} (S_{\tau_a^- \wedge \zeta_g^- \wedge \zeta_h^+} \wedge t, Q_{\tau_a^- \wedge \zeta_g^- \wedge \zeta_h^+} \wedge t) \right]$$

$$- \int_0^{\tau_a^- \wedge \zeta_g^- \wedge \zeta_h^+} e^{-(\eta + \varepsilon)A_u} \left( \mathbb{E}_{S,Q} V_{1,k} - (\eta + \varepsilon) \sigma^2(Q_u) V_{1,k} \right) (S_u, Q_u) \, du = V_{1,k}(s, q),$$

(4.6)

for all $t \geq 0$ and $(s, q) \in (a, \infty) \times (g, h)$. Note that, by virtue of the fact that $V_{1,k}(s, q) \to V_1(s, q)$ as $k \to \infty$, for all $(s, q) \in (0, \infty)^2$, except $q = h$ in case (i), as well as $P_{s,q}(Q_{\zeta_h^+} = h) = 0$ holds, we see that $V_{1,k}(S_{\tau_a^- \wedge \zeta_g^- \wedge \zeta_h^+} \wedge t, Q_{\tau_a^- \wedge \zeta_g^- \wedge \zeta_h^+} \wedge t) \to V_1(S_{\tau_a^- \wedge \zeta_g^- \wedge \zeta_h^+} \wedge t, Q_{\tau_a^- \wedge \zeta_g^- \wedge \zeta_h^+} \wedge t)$ as $k \to \infty$ ($P_{s,q}$-a.s.), for any $t \geq 0$ and $s, q > 0$ fixed. Therefore, by means of the bounded convergence theorem, we obtain

$$\lim_{k \to \infty} E_{s,q} \left[ e^{-(\eta + \varepsilon)A_{\tau_a^-} \wedge \zeta_g^- \wedge \zeta_h^+} V_{1,k} (S_{\tau_a^- \wedge \zeta_g^- \wedge \zeta_h^+} \wedge t, Q_{\tau_a^- \wedge \zeta_g^- \wedge \zeta_h^+} \wedge t) \right]$$

$$= E_{s,q} \left[ e^{-(\eta + \varepsilon)A_{\tau_a^-} \wedge \zeta_g^- \wedge \zeta_h^+} V_{1} (S_{\tau_a^- \wedge \zeta_g^- \wedge \zeta_h^+} \wedge t, Q_{\tau_a^- \wedge \zeta_g^- \wedge \zeta_h^+} \wedge t) \right],$$

(4.7)

and by uniform convergence of the functions in (4.4), we get

$$\lim_{k \to \infty} E_{s,q} \int_0^{\tau_a^- \wedge \zeta_g^- \wedge \zeta_h^+} e^{-(\eta + \varepsilon)A_u} \left( \mathbb{E}_{S,Q} V_{1,k} - (\eta + \varepsilon) \sigma^2(Q_u) V_{1,k} \right) (S_u, Q_u) \, du = 0,$$

(4.8)

for all $t \geq 0$ and $(s, q) \in (a, \infty) \times (g, h)$. Hence, we conclude from the expressions in (4.6)-(4.8) that

$$E_{s,q} \left[ e^{-(\eta + \varepsilon)A_{\tau_a^-} \wedge \zeta_g^- \wedge \zeta_h^+} V_{1} (S_{\tau_a^- \wedge \zeta_g^- \wedge \zeta_h^+} \wedge t, Q_{\tau_a^- \wedge \zeta_g^- \wedge \zeta_h^+} \wedge t) \right] = \lim_{k \to \infty} V_{1,k}(s, q) = V_1(s, q)$$

(4.9)

holds, for all $t \geq 0$ and $(s, q) \in (a, \infty) \times (g, h)$. Therefore, letting $t$ go to infinity and using the boundary conditions in (2.20)-(2.23) as well as the fact that $e^{-(\eta + \varepsilon)A_{\tau_a^-} \wedge \zeta_g^- \wedge \zeta_h^+} V_{1} (S_{\tau_a^- \wedge \zeta_g^- \wedge \zeta_h^+} \wedge \infty, Q_{\tau_a^- \wedge \zeta_g^- \wedge \zeta_h^+} \wedge \infty) = 0$ on $\{\tau_a^- \wedge \zeta_g^- \wedge \zeta_h^+ = \infty\}$ ($P_{s,q}$-a.s.), we can apply the Lebesgue dominated convergence theorem to the expression in (4.9) and obtain the equalities

$$E_{s,q} \left[ e^{-(\eta + \varepsilon)A_{\tau_a^-} \wedge \zeta_g^- \wedge \zeta_h^+} U(Q_{\tau_a^-} : g, h) I(\tau_a^- < \zeta_g^- \wedge \zeta_h^+) \right]$$

$$+ e^{-(\eta + \varepsilon)A_{\zeta_g^- \wedge \zeta_h^+} \wedge \zeta_h^+} W_1 (S_{\zeta_g^- \wedge \zeta_h^+} \wedge \zeta_h^+ \wedge a) I(\zeta_g^- \wedge \zeta_h^+ \leq \tau_a^-)$$

$$= E_{s,q} \left[ e^{-(\eta + \varepsilon)A_{\tau_a^-} \wedge \zeta_g^- \wedge \zeta_h^+} V_{1} (S_{\tau_a^- \wedge \zeta_g^- \wedge \zeta_h^+} \wedge \infty, Q_{\tau_a^- \wedge \zeta_g^- \wedge \zeta_h^+} \wedge \infty) \right] = V_1(s, q),$$

(4.10)

for all $s > a$ and $g < q < h$, which directly implies the desired assertion. □
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